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Abstract 

 

 

           The need to improve the quality and performance of electromechanical drive 

control systems is crucial, where the objective is to increase the production quality of 

industrial processes and to use rationally our resources. In order to attain this aim, it is 

necessary to improve and perfecting all quality performance indices of these systems 

and maintaining them at the required level.  

           Separately excited DC drive speed control systems, especially those used in 

rolling mill industries, are characterized by joint elasticity and some aspects of non 

linearity. This is mainly due to the long shaft coupling the driving motor and the load, 

which causes substantial torsional vibration in case of load side parameters variation of 

speed and /or torque changes. These inherent properties can greatly affect the quality 

of the rolling material and even influence the stability of the used closed loop control 

system.  

In case of minor changes of these parameters, their influence on drive dynamic 

behavior may be satisfactorily compensated using conventional speed control 

algorithms, such as PI controller, and ensuring the required quality and accuracy 

performance of the system response. However, the effects of substantial parameter 

changes and variations, which is generally the case for this type of application, can no 

longer be effectively compensated by these algorithms and it is not possible to obtain 

satisfactory performance by applying only standard and conventional PI controllers. 

Therefore, looking for control methods and techniques capable of solving the problem 

of these applications’ drives and achieving improvement of their performances is 

crucial. In this vein, our work consists of applying the proposed Mini-Max 

optimization approach in conjunction with other compensation techniques on chosen 

system models to improve and perfecting the performances of an already existing PI 

speed controller based separately excited DC drive system and increasing thereafter its 
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order of astatism under variable operational conditions of set point speed change and 

load torque disturbance.  

           On the other hand, these drives are also equipped with current limiter to protect 

against any damage of the drive components when abrupt set point change or load 

torque disturbance occur. Unfortunately, the presence of these devices may lead, under 

those conditions, to saturation of PI speed controller output and consequent serious 

degradation in system performance is evident. Therefore, the effect of inherent 

actuator saturation (non-linearity) on degrading the drive’s transient and steady-state 

performances is also studied, where the effectiveness and efficiency of the proposed 

novel conditional integration anti-windup compensation technique is verified for this 

purpose.  

           Key words: Mini-max Optimisation Approach, Double PI Speed Controller, 

State Observer, Order of Astatism, Anti Wind up, Saturation, Control Performance 

Quality. 
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Résumé 
 
 

 

“ Optimisation Paramétrique des Systèmes de Commande Electrique à Régulateurs PI 

et Observateurs d’Etat sous l’Influence de la Friction Visqueuse, par l’Approche 

Minimax”  

 

     Le problème du perfectionnement des équipements et des technologies dans 

le but d’améliorer la qualité de production et d’augmenter la productivité et 

l’utilisation rationnelle des ressources est l’une des priorités primordiales en industrie. 

Sa résolution est impossible sans l’amélioration progressive de tous les indices de 

performance de la qualité de commande des systèmes électromécaniques et des 

processus industriels et leur maintien au niveau requis. 

     Les systèmes électromécaniques d’entrainement à base des moteurs à 

courant continu sont largement utilisés dans, particulièrement, les laminoirs industriels 

pour les métaux, les laminoirs à papier, à verre …etc. Dans ces industries, ce système 

de commande en vitesse est caractérisé par son élasticité avec quelques aspects non 

linéaires dûs principalement à la longueur de l’arbre liant le moteur d’entrainement 

avec la charge mécanique. A cet effet, des vibrations prennent naissance pendant le 

fonctionnement sous la présence d’une variation ou changement des paramètres 

extérieurs de vitesse de consigne et/ou du couple de la charge. Ces conditions de 

fonctionnement ont certainement une influence sur la qualité du produit ainsi que les 

performances du système de commande utilisé. 

Dans le cas où ces variations paramétriques sont légères, leur influence sur le 

comportement dynamique du système peut, d’une manière satisfaisante, être 

compensée par les algorithmes de commande conventionnels tels que le correcteur PI. 

Mais cette compensation devient insuffisante, lorsque ces variations de vitesse ou du 

couple de la charge sont importantes, ce qui peut nuire aux performances du système. 
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Par conséquence, les chercheurs dans ce domaine, ont pu développer des méthodes et 

des techniques capables de résoudre ce problème de commande et améliorer ainsi les 

performances de ces systèmes, ce qui représente une issue primordiale pour le 

développement technologique.        

Ce travail s’insère dans le cadre de l’exploitation rationnelle des ressources 

matérielles des industries, des différents types de systèmes de régulation de vitesse en 

cascade à courant continu, utilisant des régulateurs PI ou PID,  où on a proposé 

d’optimiser les paramètres de ses régulateurs par l’approche MiniMax, en la 

comparant avec d’autres techniques de perfectionnement, sur des modèles choisis, en 

vue de réaliser une amélioration et un perfectionnement des performances et 

augmenter l’ordre d’astatisme de ces systèmes durant leur fonctionnement selon les 

conditions de variation ou changement de la vitesse de consigne et le couple de la 

charge.  

           Par ailleurs, une étude approfondie lié au problème de la stabilité  en présence 

de la limitation en courant par la non linéarité “saturation” a été exposée. Cette 

limitation, précédemment introduite, conduit à un comportement non linéaire, lorsque 

la boucle de courant se sature, en fort signal pour le cas d’un système à un seul 

correcteur PI et en faible signal pour le cas d’un correcteur PI double, ce qui provoque 

l’apparition de fortes oscillations, voire des cycles limites instables. Pour pallier à ce 

problème d’instabilité, une solution a été proposée sous forme de schémas de structure 

et de principe,  qui peut être utilisée en cas de limitation en courant pour la classe des 

systèmes de régulation de vitesse en cascade avec un nombre d’intégrateurs variable, 

assurant ainsi une stabilité et une qualité de commande optimale. 

           Mots clés: Approche Minimax, Régulateur de Vitesse PI, Observateur d’État, 

Ordre d’Astatism, Saturation, performance et qualité de commande. 

 

 

 



vi 
 

����  

        

�دة ا����ج وز��دة ا������� وا����ءة �
 ا	���ام إن            � ������ ��������$ ا�#"�ات وا��� %& �'�()

� ا���ر�2
 �2#�1  .ا�#�ارد ا�, �+�� ھ
 وا.�ة (� أو����ت ا�, �+� ا*	�	�������8�9 ھ7ا ا��6ف �34 (� ا���

�ى ا�#%'�ب�� .(AB$ات ��دة ا*داء ($ا@?� ا*�<#� ا��6$و(�������� وا�"#'��ت ا�, �+�� وا����ظ +'> ا�#


، H�(3  ا�#��#$ذات ا����ر  و&����م +'> �%�ق وا	E>� 1 .#'� ا��6$و(�������� +'> أ	�س ا�#�$�Cت       �

� ا�, �+�� �'#"�دن، (,��1 ا��رق وا���Lج �Kص، ا�#%.� ... 
� E��م ا���>� L�#ھ7ه ا�, �+�ت، و�� 
� Nا�

�ا�U ا�#����T �9$ ا��%�� أ	�	� إ�> ط�ل ر(Q رP3 (�$ك أ@$اص � V"3 1) Wل ($و��XK �) Yذ� �+$	



 و��د اX�Kف .(1 ا��#H ا�#������� H�Z(ازات أ] �ء ا��Lض، & )\ ا4ھ�$Zا���ر���  �76ا ا� E��"#ا� $��Z& أو

�  .أو +Lم ا��وران (� ھ7ا ا�"Uء/ ^?P 	$+� و + X_� ،ج��دة ا�# �� <'+ $�[\& ��C\���3 �6��� ھ7ه ا�<$وف

�)���� .أداء �<�م ا����E ا�#

�ارز(��ت         K �6^��ك ا��� �(��
 �' <�م �#�� أن �"'�
 .��� ھ7ه اX�K4��ت `�Z$ة، و&\]�$ھ� +'> ا�� 


 ا����E ا��Ha) ����'9 ا�#�@8?	� &- 
')��&  ���,  �+$	 
ھ7ا ا��"���C $�T Q?,� Vف + � ھ7ه اX�K4��ت �

� أن &�H 3\داء ا� <�م�#� 

 ھ7ا ا�#�2ل،  .أو +Lم ا��وران (� ا��#H أ($ (E6، وا��� b�?ن ا��� ،Y�7� �2و���

� أداء ھ7ه ا*�<#�، �"� (�\�� أ	�	�� �
  و&%��$ أ	���U و&9 ��ت @�درة +'> .HC�() H (����� ھ7ه��و���


���� .ا��%�ر ا��� 

          
� E��أ�<#� ا�� �ھ7ا ا�"#H ھ� �Lءا (� ا4	���ام ا�$��A �', �+�ت ا�#�ارد ا�#�د��، وأ��اع (��'�� (


 ا�#�$ك، وذ�Y �3	���ام ���& �+$	E> ) �+$	  
?	� &- 

 أو &��('?	� &- 
.�b ��9$ح  ، ()�8 - &��('

� XKل ) �� إ+�ادات ا�# <#���، و(�9ر�� ذ�Y (1 ا��9 ��ت و �#�ذج ا*K$ى (���رة، ’(� �#�eC‘ ط���9�$�

� و&%��$ ا*داء وز��دة��
  ا4	�9$ار  در��    ���8�9 &�� $�Zف أو ا��X�K4ظ$وف ا Hظ 
� E> 76ه ا��

H#�م دوران ا�L+دة و��ا�# �+$� .ا�

+'> ذ� ،Y�E& �9 ا��"$ض �
 ھ7ا ا�?�b ��را	� �A('� &�"'8 3#)�'� ا4	�9$ار �
 و��د @��د و+Xوة            

 ��%KXا� H?@ �) 
ھ7ا ا���9، @�م 	�B� �#) ،�93دي إ�> 	'�ك �T$ ا��%�� + �(� ��)?1 .'�9  ."ا��)?1"ا����

 Q��,& 1) م�>� ���. 
� ���
ا������ �
 إ�Aرة @?	� &- 

 .��� و��د (,�Q وا.� وإ�Aرة &��('� ���"^ 


?	� & - 
��9$ة &��(') $�T �. أو دورات ����'�U'Z +'> ھ7ه  .ا�#Lدوج، وا�7ي ��?U ظ6�ر اھ�Lازات @

 �g�� 
� ا	���ا(�6 �
 .��� ا���9 ا�����#� 
ا�#)�'� ، ��9 ا@�$ح .H��6C X وا�$	�م ا�?����� (� .�b ا�#?�أ، وا��


 أ�L6ة � E��أ�<#� ا�� �+$�ا�%$د (1 +�د (� &��(�Z�) H$، و�����3
 ^#�ن ا4	�9$ار و($ا@?� ا�2�دة ا�

<'a#ا�. 


 ( <E , ا4	�9$ار  در��,   (� �#�eC ط$��9:  ��	�ت ا
	���ح         ?	� & �+$	- 
 ,($ا@U ا�����  ,&��('

 .^?P ا�2�دة و ا*داء , ا��)?1



 

Contents  

 
 
Acknowledgements                                                                                                         i 

Abstract                                                                                                                          ii 

Résumé                                                                                                                          iv 

����                                                                                                                                vi 

List of Figures                                                                                                              vii 

List of Tables                                                                                                               xxi 

Nomenclature                                                                                                            xxiv     

1   Introduction                                                                                                              1 

1.1 Motivation and Background   ………………………………………………….…..1 

1.2 Scope and Objectives of the Thesis   …………………………………………........8 

1.3 Contributions   ……………………………………………………………………..9 

1.4 Thesis Structure   ………………………………………………………………....10 

2   Description of Separately Excited DC Drive Control System                            12 

2.1 Introduction   …………………………………………………………………......12 

2.2 Dynamic Model of Separately Excited DC Motor   ……………………………...12 

2.2.1 Electrical Characteristics of SEDC Motor   ……………………………………15 

2.2.2 Mechanical Characteristics of SEDC Motor   ………………………………….16 

2.3 Block Diagram Representation of SEDC Motor based Electromechanical 

      System   …………………………………………………………………..............17 

2.3.1 Suitable Block Diagram Representation   …………………………….. ………18 

2.4 State Space Representation of SEDC Motor    …………………………………...21 



 

2.5 Speed Control Structures of SEDC Motor      ...…………………………….........21 

2.5.1 Open Loop Speed Control of DC Motor   ……………………………………...22 

2.5.2 Closed Loop Speed Control of DC Motor     …………………………………...22   

2.5.2.1 Current Controller in DC Drive System   …………………….........................23 

2.5.3 Speed Controller Selection for SEDC Drive System   ………………................24 

2.5.4 Implementation Forms of PID Controller   …………………………………….24 

2.5.4.1 Standard Non Interacting Form    …………………………………………….25 

2.5.4.2 Parallel Non Interacting Form    ……………………………………………...25 

2.5.4.3 Series Interacting Form   ……………………………………..........................26 

2.5.5 PI versus PID Utilization in DC Drive Control Systems   ……………………..28   

2.6 State Observer Based Feedback Speed Control of DC Drive   ……………..........28 

2.7 Elaborated PI based Speed Controlled DC Drive Models for Performance  

      Improvement    ……………………………………………………………………31 

2.7.1 System Model with 1PI Speed Controller and State Observer of order 2………31  

2.7.2 System Model with 2PI Speed Controller and State Observer of order 2 ...........32  

2.7.3 System Model with 1PI Speed Controller and State Observer of order 5 ...........33 

2.7.4 System Model with 2PI Speed Controller and State Observer of order 6 ...........34 

2.8 Conclusion   …………………………………………………………………........35 

3   DC Drive Dynamic Performance Optimization using Mini-Max Approach    36 

3.1 Introduction     ……………………………………………………………………36  

3.2 Dynamic Performance Properties of PI Speed Controlled DC Drive   …………..36 

3.3 Stability vs. Overshoot Performance Properties   ………………………………...38 

3.3.1 Relationship between Stability Margins and Percent Overshoot   ……………..39 



 

3.4 Dynamic Performance Improvement by Tuning PI Parameters      ………………40 

3.5 Tuning Methods for PID Controller   …………………………………………….42 

3.5.1 Plant Features based Tuning Methods   ………………………………………...42 

3.5.1.1 Zeigler and Nichols tuning methods   ………………………………………...42 

3.5.1.2 Cohen-Coon Tuning Method    ……………………………….........................44 

3.5.1.3 Relay Feedback Tuning Method   ……………………………………………45 

3.5.2 Analytical Tuning Methods   …………………………………………………...47 

3.5.2.1 Pole Placement Tuning Method    ……………………………………………47 

3.5.2.2 Dominant Pole Placement Tuning Method   ….……………………………...48 

3.5.2.3 Internal Mode Control (IMC) Tuning Method   ……………………………...49 

3.5.3 Optimization based Tuning Methods      ……………………………………….51 

3.5.3.1 Iterative Feedback Tuning (IFT) method     ………………………………….51 

3.5.3.2 Integral based Minimization Criteria Tuning Method   ………………………53 

3.6 Tuning PI Parameters using Mini-Max Optimization Approach   ……………….56 

3.6.1 Simulation Results of Dynamic Performance Improvement   ……….................57 

3.6.1.1 System Model with 1PI Speed Controller and State Observer of order 2…………..58 

3.6.1.2 System Model with 2PI Speed Controller and State Observer of order 2 ...................62 

3.6.1.3 System Model with 1PI Speed Controller and State Observer of order 5...................65 

3.6.1.4 System Model with 2PI Speed Controller and State Observer of order 6...................68 

3.7 Results Interpretation and Discussion   ………………………………………….71  

3.8 Conclusion   ………………………………………………………………………72 

4     Improving Accuracy Performance and order of Astatism of DC Drive using     

       Feed-Forward Compensation                                                                              73 

4.1 Introduction    …………………………………………………………………….73  



 

4.2 Preliminaries   …………………………………………………………………….74 

4.2.1 Typical Standard Signals for Accuracy Analysis   ……………………………..74 

4.2.1.1 Step Function Signal   ………………………………………………..............75 

4.2.1.2 Ramp Function Signal    ……………………………………………………...76 

4.2.1.3 Parabolic Function Signal   …………………………………………...............76 

4.3 System’s Accuracy Performance Assessment for Variable Set Point   …………..77 

4.3.1 Calculation of System’s Steady State Error   …………………………………..78 

4.3.2 Relationship between System Accuracy and its order of Astatism      …………81 

4.3.3 Simulation Results   …………………………………………………………….83 

4.3.3.1 System Model with 1PI Speed Controller and State Observer of order 2 ...................83 

4.3.3.2 System Model with 2PI Speed Controller and State Observer of order 2 …………...84 

4.3.3.3 System Model with 1PI Speed Controller and State Observer of order 5 …………...84 

4.3.3.4 System Model with 2PI Speed Controller and State Observer of order 6 …………...85 

4.3.4 Results Interpretation and Discussion …..………………………………… …..85 

4.4 Accuracy Performance Improvement using Feed-Forward Compensation   …….86 

4.4.1 Previous Work   ………………………………………………………………...86 

4.4.2 Application Feed-Forward Compensation Technique….……...… ……….. ......87 

4.4.2.1 System Model with 1PI Speed Controller and State Observer of order 2 …………...89 

4.4.2.2 System Model with 2PI Speed Controller and State Observer of order 2 …………...90 

4.4.2.3 System Model with 1PI Speed Controller and State Observer of order 5 …………...90 

4.4.2.4 System Model with 2PI Speed Controller and State Observer of order 6 …………...91 

4.4.3 Results Interpretation and Discussion   ………………………………………...91 

4.5 Improving System’s Accuracy under Load Disturbance Effect   ………………...91 

4.5.1 Load Disturbance Steady State Error Evaluation   ……………………………..92 



 

4.5.2 Simulation Results of Steady State Error under Load Disturbance   ..................95  

4.5.2.1 System Model with 1PI Speed Controller and State Observer of order 2 …………...96 

4.5.2.2 System Model with 2PI Speed Controller and State Observer of order 2 …………...96 

4.5.2.3 System Model with 1PI Speed Controller and State Observer of order 5 …………...97 

4.5.2.4 System Model with 2PI Speed Controller and State Observer of order 6 …………...97 

4.5.3 Results Interpretation and Discussion   ……………………………...................98 

4.5.4 Load Torque Disturbance Suppression using Feed-Forward Compensation …………..98 

4.5.4.1 System Model with 1PI Speed Controller and State Observer of order 2 …………...99 

4.5.4.2 System Model with 2PI Speed Controller and State Observer of order 2 …………...99 

4.5.4.3 System Model with 1PI Speed Controller and State Observer of order 5 ………….100 

4.5.4.4 System Model with 2PI Speed Controller and State Observer of order 6 ………….100 

4.5.5 Results Interpretation and Discussion   ……………………………………………….101 

4.6 Conclusion   …………………………………………………………………….............101  

5   Study of Nonlinearity and Parameters Variation Effects on System Performance   102 

5.1 Introduction   ……………………………………………………………………102 

5.2 Drive Systems with Input Saturation Nonlinearities   …………………………..102 

5.3 Simulation Results of Actuator Saturation Effects   …………………………….103 

5.3.1 System Model with 1PI Speed Controller and State Observer of order 2   ..................104 

5.3.2 System Model with 2PI Speed Controller and State Observer of order 2   ..................105 

5.3.3 System Model with 1PI Speed Controller and State Observer of order 5   ..................107 

5.3.4 System Model with 2PI Speed Controller and State Observer of order 6   ..................108 

5.3.5 Results Interpretation and Discussion   ……………………………………….110 

5.4 DC Drive Performance Improvement by Saturation Compensation   …………..110 

5.4.1 Saturation Compensation Techniques ………………………………...............110 

5.4.1.1 Limiting Integrator Anti-Windup Techniques   ……………………………..111 



 

5.4.1.2 Tracking Back Calculation Anti-Windup Techniques   ……………….........112 

5.4.1.3 Conditional Integration Anti-Windup Compensation Techniques   ………...113 

5.4.2 Novel Conditional Integration Anti-Windup Compensation   ………………..114 

5.4.3 Simulation Results of Actuator Saturation Compensation ……………………116  

5.4.3.1 System Model with 1PI Speed Controller and State Observer of order 2 …….........117 

5.4.3.2 System Model with 2PI Speed Controller and State Observer of order 2 …….........118 

5.4.3.3 System Model with 1PI Speed Controller and State Observer of order 5 …….........120 

5.4.3.4 System Model with 2PI Speed Controller and State Observer of order 6 …….........121 

5.4.4 Results Interpretation and Discussion   ………………………………….........123 

5.5 Study of Drive Performance Sensitivity to Parameters Variation   ……………..123 

5.5.1 Simulation Results ……………………………………………………….........124 

5.5.1.1 System Model with 1PI Speed Controller and State Observer of order 2 …….........124 

5.5.1.2 System Model with 2PI Speed Controller and State Observer of order 2 …….........125 

5.5.1.3 System Model with 1PI Speed Controller and State Observer of order 5 …….........125 

5.5.1.4 System Model with 2PI Speed Controller and State Observer of order 6 …….........126 

5.5.2 Results Interpretation and Discussion ………………………………………...126 

5.6 Conclusion   ……………………………………………………………………..127 

General Conclusions and Perspectives                                                                    128 

Appendices                                                                                                                 131 

Bibliography                                                                                                               135 

 

 

 



vii 
 

 

 

List of Figures  
 
 
Figure 2.1 Equivalent Circuit of Separately Excited DC Motor based Electromech- 

                  -anical System             …………….………………………………...…....13 

Figure 2.2 Block Diagram of SEDC Motor based Electromechanical System under 

                 Variation of both Field and Armature Currents………………….………..18 

Figure 2.3 Combined Armature Voltage and Field Flux Speed Control of Separately   

                  Excited DC Motor………………………………………………………...19 

Figure 2.4 Block Diagram of SEDC Motor Electromechanical System under Armature  

                  Voltage Control only ……………………………………………………..20 

Figure 2.5 Cascade Structure of SEDC Motor Feedback Speed Control Loop………23 

Figure 2.6 Interacting and Non- Interacting Forms of PID Controller..........................27 
Figure 2.7 General Structure of State Observer based Control System of DC Motor..30                    

Figure 2.8 Simulink Block Diagram of Model with 1PI Speed Controller and 2nd order  

                  State Observer based DC Drive System……………………. ……………32 

Figure 2.9 Simulink Block Diagram of 2nd order State Observer Structure…………..32 

Figure 2.10 Simulink Block Diagram of Model with 2PI Speed Controller and 2nd    

                    order State Observer based DC Drive System…………………………..32 

Figure 2.11 Simulink Block Diagram Model of one PI Speed Controller and 5th order   

                    State Observer based DC Drive System…………………………………33 

Figure 2.12 Simulink Block Diagram of 5th order State Observer Structure…………33 

Figure 2.13 Simulink Block Diagram Model of 2PI Speed Controller and 6th order  

                   State Observer based DC Drive System………………………………….34 

Figure 2.14 Simulink Block Diagram of 6th order State Observer Structure…………34 

Figure 3.1   Typical Step Response of DC Drive Control System……………………38 

Figure 3.2   Percent Overshoot and Phase Margin as a Function of Damping Ratio ξ.40 

Figure 3.3   Block Diagram of Relay Feedback Tuning Method …………………….46 

Figure 3.4   Pole-Zero Configuration of a Simple Feedback System used by Dominant  

                   Pole Tuning Method……………………………………………………...48 



viii 
 

Figure 3.5 Internal Model Control Structure Block Diagram for PID Tuning………..50 

Figure 3.6 Block Diagram Illustrating IFT Method for PID Tuning...……………….52 

Figure 3.7 Variation of Tracking Error Function with respect to PI Parameter Vector  

                  and Time. …………………………………………………………………57 

Figure 3.8 Responses as Optimized with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared to  

                  not Optimized Response for the Model with 1PI Speed Controller, State Observer    

                  of order 2 and � = �; a) Output Speed, b) Tracking Speed Error.........................58 

Figure 3.9 Responses as Optimized with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared to  

                  not Optimized Response for the Model with 1PI Speed Controller, State Observer  

                  of order 2 and � > 0; a) Output Speed, b) Tracking Speed Error.........................59 

Figure 3.10 Responses as Optimized with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared to  

                    not Optimized Response for the Model with 1PI Speed Controller, State Observer  

                    of order 2 and � < 0; a) Output Speed, b) Tracking Speed Error.......................59 

Figure 3.11 Responses showing the Effect of � when Optimized with Mini-Max for the  

                    Model with 1PI Speed Controller and State Observer of order 2; a) Output Speed,  

                   b) Tracking Speed Error........................................................................................60 

Figure 3.12 Responses as Optimized with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared to  

                    not Optimized Response for the Model with 2PI Speed Controller, State Observer    

                    of order 2 and � = �; a) Output Speed, b) Tracking Speed Error.......................62 

Figure 3.13 Responses as Optimized with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared to  

                    not Optimized Response for the Model with 2PI Speed Controller, State Observer  

                    of order 2 and � > 0; a) Output Speed, b) Tracking Speed Error.......................62 

Figure 3.14 Responses as Optimized with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared to  

                    not Optimized Response for the Model with 2PI Speed Controller, State Observer  

                    of order 2 and � < 0; a) Output Speed, b) Tracking Speed Error.......................63 

Figure 3.15 Responses showing the Effect of � when Optimized with Mini-Max for the  

                    Model with 2PI Speed Controller and State Observer of order 2; a) Output Speed,  

                    b) Tracking Speed Error.......................................................................................63 

Figure 3.16 Responses as Optimized with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared to  

                    not Optimized Response for the Model with 1PI Speed Controller, State Observer   

                    of order 5 and � = �; a) Output Speed, b) Tracking Speed Error.......................65 

Figure 3.17 Responses as Optimized with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared to                        

                    not Optimized Response for the Model with 1PI Speed Controller, State Observer  



ix 
 

                    of order 5 and � > 0; a) Output Speed, b) Tracking Speed Error.......................65 

Figure 3.18 Responses as Optimized with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared to   

                    not Optimized Response for the Model with 1PI Speed Controller, State Observer  

                    of order 5 and � < 0; a) Output Speed, b) Tracking Speed Error.......................66 

Figure 3.19 Responses showing the effect of � when optimized with Mini-Max for the Model   

                  with 1PI Speed Controller and State Observer of order 5; a) Output Speed, b)    

                   Speed Tracking Error............................................................................................66 

Figure 3.20 Responses as Optimized with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared to  

                    not Optimized Response for the Model with 2PI Speed Controller, State Observer   

                    of order 6 and � = �; a) Output Speed, b) Tracking Speed Error.................. ....68 

Figure 3.21 Responses as Optimized with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared to  

                    not Optimized Response for the Model with 2PI Speed Controller, State Observer   

                    of order 6 and � > 0; a) Output Speed, b) Tracking Speed Error.......................68 

Figure 3.22 Responses as Optimized with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared to       

                    not Optimized Response for the Model with 1PI Speed Controller, State Observer  

                    of order 5 and � < 0; a) Output Speed, b) Tracking Speed Error.......................69 

Figure 3.23 Responses showing the effect of � when optimized with Mini-Max for the Model    

                  with 1PI Speed Controller and State Observer of order 5; a) Output Speed, b)   

                  Speed Tracking Error............................................................................................69 

Figure 4.1 General Block Diagram of DC Drive Control System without Load   

                  Disturbance Signal………………………………………………………...77 

Figure 4.2 Speed Tracking Error Response of System Model with 1PI Speed     

                 Controller and State Observer of order 2 due to Input Set Point Changes; a)  

                 case of � = 0, b)  case of � > 0, c) case of � < 0………………………..83 

Figure 4.3 Speed Tracking Error Response of System Model with 2PI Speed  

                 Controller and State Observer of order 2 due to Input Set Point Changes; a)  

                 case of � = 0, b)  case of � > 0, c) case of � < 0………………………..84 

Figure 4.4 Speed Tracking Error Response of System Model with 1PI Speed   

                  Controller and State Observer of order 5 due to Input Set Point Changes; a)  

                  case of � = 0, b)  case of � > 0, c) case of � < 0……………………….84 

Figure 4.5 Speed Tracking Error Response of System Model with 2PI Speed  

                 Controller and State Observer of order 6 due to Input Set Point Changes; a)  



x 
 

                 case of � = 0, b)  case of � > 0, c) case of � < 0………………………..85 

Figure 4.6 Typical Block Diagram of System Model with 1PI and State Observer of     

                  order 2 Incorporating Feed-Forward Compensation Technique………….88 

Figure 4.7 Steady State Error and order of Astatism Improvement with Feed-Forward  

                 Compensation of System Model with 1PI and State Observer of order 2   

                 under Input Set Point Changes; a) case of � = 0, b) case of � > 0, c) case  

                 of � < 0……………………………………………………………………89 

Figure 4.8 Steady State Error and order of Astatism Improvement with Feed-Forward  

                  Compensation of System Model with 2PI and State Observer of order 2  

                  under Input Set Point Changes; a) case of � = 0, b) case of � > 0, c) case  

                  of � < 0…………………………………………………………………...90 

Figure 4.9 Steady State Error and order of Astatism Improvement with Feed-Forward  

                 Compensation of System Model with 1PI and State Observer of order 5  

                 under Input Set Point Changes; a) case of � = 0, b) case of � > 0, c) case  

                 of � < 0……………………………………………………………………90 

Figure 4.10 Steady State Error and order of Astatism Improvement with Feed-Forward  

                    Compensation of System Model with 2PI and State Observer of order 6  

                    under Input Set Point Changes; a) case of � = 0, b) case of � > 0, c) case  

                    of � < 0………………………………………………………………….91 

Figure 4.11 General Block Diagram of DC Drive Control System with Load  

                    Disturbance Signal Account……………………………………………..92 

Figure 4.12 Equivalent Block Diagram of DC Drive System under the Independent  

                    effect of Set Point (a) and Load Disturbance (b) Variations    ………….93 

Figure 4.13 Speed Tracking Error Response of System Model with 1PI Speed  

                   Controller and State Observer of order 2 due to Load Torque Disturbance;  

a) case of � = 0, b)  case of � > 0, c) case of � < 0…………………...96 

Figure 4.14 Speed Tracking Error Response of System Model with 2PI Speed  

                   Controller and State Observer of order 2 due to Load Torque Disturbance;  

                    a) case of � = 0, b)  case of � > 0, c) case of � < 0…………………..96 

Figure 4.15 Speed Tracking Error Response of System Model with 1PI Speed  

                    Controller and State Observer of order 5 due to Load Torque Disturbance;  



xi 
 

                    a) case of � = 0, b)  case of � > 0, c) case of � < 0…………………..97 

Figure 4.16 Speed Tracking Error Response of System Model with 2PI Speed  

                    Controller and State Observer of order 6 due to Load Torque Disturbance;  

                    a) case of � = 0, b)  case of � > 0, c) case of � < 0…………………..97 

Figure 4.17 Typical Block Diagram of System Model with 1PI and State Observer of 

                    order 2 Incorporating Feed-Forward Load Torque Disturbance 

                    Compensation……………………………………………………………98 

Figure 4.18 Steady State Error Improvement with Feed-Forward Compensation of  

                    System Model with 1PI and State Observer of order 2 under Load Torque  

                    Disturbance; a) case of � = 0, b) case of � > 0, c) case of � < 0……..99 

Figure 4.19 Steady State Error Improvement with Feed-Forward Compensation of  

                    System Model with 2PI and State Observer of order 2 under Load Torque  

                    Disturbance; a) case of � = 0, b) case of � > 0, c) case of � < 0……..99 

Figure 4.20 Steady State Error Improvement with Feed-Forward Compensation of  

                   System Model with 1PI and State Observer of order 5 under Load Torque  

                   Disturbance; a) case of � = 0, b) case of � > 0, c) case of � < 0…….100 

Figure 4.21 Steady State Error Improvement with Feed-Forward Compensation of  

                    System Model with 2PI and State Observer of order 6 under Load Torque  

                    Disturbance; a) case of � = 0, b) case of � > 0, c) case of � < 0……100 

Figure 5.1 Typical Actuator Saturation Characteristic………………………………103 

Figure 5.2 Speed response of System Model with 1PI, State Observer of order 2 and    

                  � = 0 in Presence of Actuator Saturation: a) using speed set point value:  

                  8.2V and b) using speed set point value: 10 V…………………………..104 

Figure 5.3 Speed Response of System Model with 1PI, State Observer of order 2 and  

                  � > 0 in Presence of Actuator Saturation: a) using speed set point value:  

                  8.2V and b) using speed set point value: 10 V…………………………..104 

Figure 5.4 Speed Response of System Model with 1PI, State Observer of order 2 and  

                  � < 0 in Presence of Actuator Saturation: a) using speed set point value:  

                  8.2V and b) using speed set point value: 10 V………………………. …105 

Figure 5.5 Speed Response of System Model with 2PI, State Observer of order 2 and  

                  � = 0 in Presence of Actuator Saturation: a) using speed set point value:  



xii 
 

                  8.2V and b) using speed set point value: 10 V…………………………..105 

Figure 5.6 Speed Response of System Model with 2PI, State Observer of order 2 and   

                  � > 0 in Presence of Actuator Saturation: a) using speed set point value:  

                  8.2V and b) using speed set point value: 10 V…………………………..106 

Figure 5.7 Speed Response of System Model with 2PI, State Observer of order 2 and  

                  � < 0 in Presence of Actuator Saturation: a) using speed set point value:  

                  8.2V and b) using speed set point value: 10 V…………………………..106 

Figure 5.8 Speed Response of System Model with 1PI, State Observer of order 5 and  

                  � = 0 in Presence of Actuator Saturation: a) using speed set point value:  

                  8.2V and b) using speed set point value: 10 V…………………………..107 

Figure 5.9 Speed Response of System Model with 1PI, State Observer of order 5 and  

                  � > 0 in Presence of Actuator Saturation: a) using speed set point value:  

                  8.2V and b) using speed set point value: 10 V…………………………..107 

Figure 5.10 Speed Response of System Model with 1PI, State Observer of order 5 and  

                   � < 0 in Presence of Actuator Saturation: a) using speed set point value:  

                   8.2V and b) using speed set point value: 10 V………………………….108 

Figure 5.11 Speed Response of System Model with 2PI, State Observer of order 6 and  

                   � = 0 in Presence of Actuator Saturation: a) using speed set point value:  

                   8.2V and b) using speed set point value: 10 V………………………….108 

Figure 5.12 Speed Response of System Model with 2PI, State Observer of order 6 and  

                   � > 0 in Presence of Actuator Saturation: a) using speed set point value:  

                   8.2V and b) using speed set point value: 10 V………………………….109 

Figure 5.13 Speed Response of System Model with 2PI, State Observer of order 6 and  

                   � < 0 in Presence of Actuator Saturation: a) using speed set point value:  

                   8.2V and b) using speed set point value: 10 V………………………….109 

Figure 5.14 PI Controller with Dead Zone Limiting Integrator Anti-Windup Scheme…        

                    …………………………………………………………….……………111 

Figure 5.15 PI Controller with Tracking Back Calculation Anti-Windup Scheme…112 

Figure 5.16 PI Controller with Conditional Integration Anti-Windup Scheme……..113 

Figure 5.17 Block Diagram of Single PI Speed Controller Incorporating the Proposed  

                    Conditional Integration Anti-Windup Compensator………………......115 



xiii 
 

Figure 5.18 Block Diagram of Double PI Speed Controller Incorporating the Proposed  

                    Conditional Integration Anti-Windup Compensator…………………...115 

Figure 5.19 Speed Response of System Model with 1PI, State Observer of order 2 and  

                    � = 0 Incorporating the Novel Conditional Integration Anti-Windup  

                    Compensator: a) using Speed Set Point Value: 8.2V and b) using Speed   

                    Set Point Value: 10 V…………………………………………………..117 

Figure 5.20 Speed Response of System Model with 1PI, State Observer of order 2 and  

                    � > 0 Incorporating the Novel Conditional Integration Anti-Windup  

                    Compensator: a) using Speed Set Point Value: 8.2V and b) using Speed  

                    Set Point Value: 10 V   ………………………………………………..117 

Figure 5.21 Speed Response of System Model with 1PI, State Observer of order 2 and  

                    � < 0 Incorporating the Novel Conditional Integration Anti-Windup  

                    Compensator: a) using Speed Set Point Value: 8.2V and b) using Speed  

                    Set Point Value: 10 V…………………………………………………..118 

Figure 5.22 Speed Response of System Model with 2PI, State Observer of order 2 and  

                    � = 0 Incorporating the Novel Conditional Integration Anti-Windup  

                    Compensator: a) using Speed Set Point Value: 8.2V and b) using Speed  

                    Set Point Value: 10 V…………………………………………………..118 

Figure 5.23 Speed Response of System Model with 2PI, State Observer of order 2 and  

                    � > 0 Incorporating the Novel Conditional Integration Anti-Windup  

                    Compensator: a) using Speed Set Point Value: 8.2V and b) using Speed  

                    Set Point Value: 10 V…………………………………………………..119 

Figure 5.24 Speed Response of System Model with 2PI, State Observer of order 2 and  

                   � < 0 Incorporating the Novel Conditional Integration Anti-Windup  

                   Compensator: a) using Speed Set Point Value: 8.2V and b) using Speed  

                   Set Point Value: 10 V…………………………………………………...119 

Figure 5.25 Speed Response of System Model with 1PI, State Observer of order 5 and  

                    � = 0 Incorporating the Novel Conditional Integration Anti-Windup  

                     Compensator: a) using Speed Set Point Value: 8.2V and b) using Speed  

                     Set Point Value: 10 V………………………………………………….120 

Figure 5.26 Speed Response of System Model with 1PI, State Observer of order 5 and  



xiv 
 

                    � > 0 Incorporating the Novel Conditional Integration Anti-Windup  

                    Compensator: a) using Speed Set Point Value: 8.2V and b) using Speed  

                    Set Point Value: 10 V…………………………………………………..120 

Figure 5.27 Speed Response of System Model with 1PI, State Observer of order 5 and  

                    � < 0 Incorporating the Novel Conditional Integration Anti-Windup  

                    Compensator: a) using Speed Set Point Value: 8.2V and b) using Speed  

                    Set Point Value: 10 V…………………………………………………..121 

Figure 5.28 Speed Response of System Model with 2PI, State Observer of order 6 and  

                    � = 0 Incorporating the Novel Conditional Integration Anti-Windup  

                    Compensator: a) using Speed Set Point Value: 8.2V and b) using Speed  

                    Set Point Value: 10 V…………………………………………………..121 

Figure 5.29 Speed Response of System Model with 2PI, State Observer of order 6 and  

                    � > 0 Incorporating the Novel Conditional Integration Anti-Windup  

                     Compensator: a) using Speed Set Point Value: 8.2V and b) using Speed  

                     Set Point Value: 10 V………………………………………………….122 

Figure 5.30 Speed Response of System Model with 2PI, State Observer of order 6 and  

                   � < 0 Incorporating the Novel Conditional Integration Anti-Windup  

                   Compensator: a) using Speed Set Point Value: 8.2V and b) using Speed  

                    Set Point Value: 10 V…………………………………………………. 122 

Figure 5.31 Effect of Drive Parameters Variation on the Optimized Performance of  

                    System Model with 1PI Speed Controller and State Observer of order 2:  

                    a), c) and e) are Speed Responses under Mini-Max Optimization, b), d) 

                    and f) are Responses under Mini-Max Optimization and Saturation 

                    Account…………………………………………………………………124 

Figure 5.32 Effect of Drive Parameters Variation on the Optimized Performance of  

                    System Model with 2PI Speed Controller and State Observer of order 2:  

                    a), c) and e) are Speed Responses under Mini-Max Optimization, b), d)  

                    and f) are Responses under Mini-Max Optimization and Saturation   

                    Account…………………………………………………………………125 

Figure 5.33 Effect of Drive Parameters Variation on the Optimized Performance of  

                    System Model with 1PI Speed Controller and State Observer of order 5:  



xv 
 

                     a), c) and e) are Speed Responses under Mini-Max Optimization, b), d)  

                     and f) are Responses under Mini-Max Optimization and Saturation  

                      Account………………………………………………………………..125 

Figure 5.34 Effect of Drive Parameters Variation on the Optimized Performance of  

                    System Model with 2PI Speed Controller and State Observer of order 6:  

                    a), c) and e) are Speed Responses under Mini-Max Optimization, b), d)  

                    and f) are Responses under Mini-Max Optimization and Saturation  

                    Account…………………………………………………………………126 

Figure A.1 Separately Excited DC Motor Equivalent Circuit     ……………………132 

Figure A.2 Series DC Motor Schematic Representation    ………………………….132 

Figure A.3 Shunt DC motor     ……………………………………………………...133 

  Figure A.4 Compound DC Motor     … …………………………………………...133 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



xxi 
 

 

 
List of Tables  

 
 
 
Table 2.1 Parameters of DC Motor based Electromechanical System………………..14 

Table 3.1 Effect of changing Independently PID Parameters on System Response….41 

Table 3.2 Ziegler-Nichols Formulas for Step Response Tuning Method.....................43 

Table 3.3 Ziegler-Nichols Formulas for Frequency Response Tuning Method............44 

Table 3.4 Cohen-Coon Controller Tuning Parameters………………………………..45 

Table 3.5 Numerical Results of Dynamic Performance Improvement as Optimized  

                with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared to not Optimized  

                 Response for the Model with 1PI Speed Controller, State Observer of order   

                 2 and � = �..................................................................................................60 

Table 3.6 Numerical Results of Dynamic Performance Improvement as Optimized  

                with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared to not Optimized   

                 Response for the Model with 1PI Speed Controller, State Observer of order  

                 2 and � > 0..................................................................................................61 

Table 3.7 Numerical Results of Dynamic Performance Improvement as Optimized  

                with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared to not Optimized   

                 Response for the Model with 1PI Speed Controller, State Observer of order   

                 2 and � < 0..................................................................................................61 

Table 3.8 Numerical Results of Peak Overshoot Improvement as Achieved with Mini-   

                Max Optimization and Affected by the Viscous Friction Coefficient for the  

                Model with 1PI Speed Controller and State Observer of order 2..................61 

Table 3.9 Numerical Results of Dynamic Performance Improvement as Optimized  

                with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared to not Optimized  

                Response for the Model with 2PI Speed Controller, State Observer of order  

                2 and � = �...................................................................................................64 

Table 3.10 Numerical Results of Dynamic Performance Improvement as Optimized  

                  with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared to not Optimized    



xxii 
 

                  Response for the Model with 2PI Speed Controller, State Observer of order   

                  2 and � > 0.................................................................................................64 

Table 3.11 Numerical Results of Dynamic Performance Improvement as Optimized  

                  with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared to not Optimized   

                  Response for the Model with 2PI Speed Controller, State Observer of order  

                  2 and � < 0.................................................................................................64 

Table 3.12 Numerical Results of Peak Overshoot Improvement as Achieved with  

                  Mini-Max Optimization and Affected by the Viscous Friction Coefficient  

                  for the Model with 2PI Speed Controller and State Observer of order 2....65 

Table 3.13 Numerical Results of Dynamic Performance Improvement as Optimized    

                  with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared to not Optimized   

                  Response for the Model with 1PI Speed Controller, State Observer of order  

                  5 and � = �.................................................................................................67 

Table 3.14 Numerical Results of Dynamic Performance Improvement as Optimized  

                  with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared to not Optimized  

                  Response for the Model with 1PI Speed Controller, State Observer of order   

                  5 and � > 0.................................................................................................67 

Table 3.15 Numerical Results of Dynamic Performance Improvement as Optimized  

                  with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared to not Optimized   

                  Response for the Model with 1PI Speed Controller, State Observer of order   

                  5 and � < 0.................................................................................................67 

Table 3.16 Numerical Results of Peak Overshoot Improvement as Achieved with  

                   Mini-Max Optimization and Affected by the Viscous Friction Coefficient  

                   for the Model with 1PI Speed Controller and State Observer of order 5...68 

Table 3.17 Numerical Results of Dynamic Performance Improvement as Optimized  

                  with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared to not Optimized  

                  Response for the Model with 2PI Speed Controller, State Observer of order  

                  6 and � = �.................................................................................................70 

Table 3.18 Numerical Results of Dynamic Performance Improvement as Optimized  

                  with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared to not Optimized  

                  Response for the Model with 2PI Speed Controller, State Observer of order  



xxiii 
 

                  6 and � > 0.................................................................................................70 

Table 3.19 numerical results of dynamic performance improvement as Optimized with    

                  Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared to not Optimized  

                  Response for the Model with 2PI Speed Controller, State Observer of order  

                  6 and � < 0.................................................................................................70 

Table 3.20 Numerical Results of Peak Overshoot Improvement as Achieved with  

                  Mini-Max Optimization and Affected by the Viscous Friction Coefficient  

                  for the Model with 2PI Speed Controller and State Observer of order 6....71  

Table 4.1 Values of Steady State Error due to Step, Ramp and Parabolic Set Point   

                 Changes and its Relation to System’s Order of Astatism………………….82 

Table 4.2 Values of Steady State Error due to Step, Ramp and Parabolic Load Torque    

                 Disturbance………………………………………………………………...95 

Table B.1 Parameters of State Observers Gain Matrix Components      ……………134 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



xxiv 
 

 

 

Nomenclature  
 

 
          

 The following lists contain the most important symbols, notations and abbreviations 

used in the manuscript of this thesis. 

 

Symbols  

�                        Dead zone gain 	(�)                   Input Disturbance Signal (�)                   Tracking Error Signal �                       The Instantaneous Back Electromotive Force Voltage  ���(�)               Saturation Error Signal ��(�)                 Steady State Error Signal ��                        The Instantaneous Component of the Armature Current ��                        The Instantaneous Currents of the Field Circuit 

 �                         The Moment Of Inertia ��                      The Back e.m.f. Voltage Constant ��                       Derivative Gain Constant ��                       Field Constant 

��                        Integral Gain Constant ��                       Proportional Gain Constant 

��                       Motor Torque Constant ��                       Ultimate Gain �(�)                     Integrator Output Signal �(�)                     Input Reference Signal �                          The Complex Variable �                          Continuous Time 



xxv 
 

��                         Final Time Instant 

��                         Initial Time Instant ��                         Peak Time 

��                         Rise Time ��                         Settling Time                           Actuator Saturation Output Signal  !                        Controller Output Signal "�                        The Instantaneous Armature Input Terminal Voltage "�                        The Instantaneous Applied Field Voltage 

#(�)                     State Variable Vector #$(�)                     Estimated State Variable Vector  %(�)                     Output Vector %&�(�)                   Estimated Output Signal %$(�)                      Estimated Output Vector %'(�)                      Output Estimated Error Vector 

A                           State Matrix 

B                           Control Matrix 

C                           Output Matrix (                           Denominator Polynomial  )�                          The Back Electromotive Force Voltage *                           Transfer Function *!                          Controller Transfer Function *!+                         Closed Loop Transfer Function *,                         Gain Margin *-.                        Open Loop Transfer Function        *�                          Plant Transfer Function 

/                           Feedback Transfer Function 0�                           The Steady State Component of the Armature Current 0��&�.                     Reference Value of Armature Current 

0�                           Steady State Current of the Field Circuit 



xxvi 
 

2                            State Observer Gain Matrix 2�                          The Inductance of the Armature Circuit 2�                           The Winding Inductance of the Field Circuit 

3�                          Peak Percent Overshoot 

4                            Numerator Polynomial 5�                           The Resistance of the Armature Circuit 5�                            The Winding Resistance of the Field Circuit 

6&                             The Developed Electromagnetic Torque  6�                            Derivative Time Constant 6�                             Integral Time Constant 6.                            The Load Torque 6�                            Ultimate Period 67��!8��                    Viscous Friction Torque 9�                             Steady State Armature Input Terminal Voltage 9�                             Steady State Applied Field Voltage 

:��                            Steady State Value Of The Response ;                              Order Of Astatism �                              Viscous Friction Coefficient <(�)                         The Field Produced Air Gap Flux =,                            Phase Margin >?                            The Motor Speed  >?�&�.                       Reference Value of Output Speed 

>�                             Natural Frequency of Second Order System @                                Pi A                                Parameter Vector  B�                              Armature Time Constant B?                             Mechanical Time Constant C                                Damping Ratio 

 

 



xxvii 
 

Notations 
���                              Derivative With Respect To Time 

2DE                            Inverse Laplace Transform 

FFG                              Partial Derivative With Respect To # 

�H (�)                          Derivative of Integrator Output #H(�)                          Derivative of State Variable Vector 

#$H (�)                          Derivative of Estimated State Variable Vector 

 

Abbreviations  

DC                            Direct Current 

e.m.f                         Electro-Motive Force 

FC                             Fuzzy Controller 

FCL                           Fuzzy Control Logic 

FOPDT                      First Order Plus Dead Time 

GA                             Genetic Algorithm 

IAE                            Integral of Absolute Error 

IE                               Integral of Error 

IFT                             Iterative Feedback Tuning 

IMC                           Internal Model Control 

ISE                             Integral of Square Error 

ITAE                          Integral of Time Multiplied by Absolute of Error 

ITSE                          Integral of Time Multiplied by Square Of Error 

IT2SE                         Integral of Time Squared Multiplied by Square Of Error 

LQR                           Linear Quadratic Regulator 

MPC                          Model Predictive Control 

NN                             Neural Network 

P                                Proportional 

PI                               Proportional plus Integral  

PID                            Proportional plus Integral plus Derivative 

PSO                           Particle Swarm Optimization 



xxviii 
 

QAD                          Quadratic Amplitude Damping 

SEDC                       Separately Excited Direct Current 

SI                              International System of Units 

SIMC                        Skogestad Internal Model Control 

SMC                         Sliding Mode Control 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 



1 
 

 
 

Chapter 1 
 
 

 
Introduction  

 
 
 
 
1.1 Motivation and Background  

          The development of high performance motor drives is very important in 

industrial as well as other purpose applications. Generally, a high performance motor 

drive system requires good dynamic speed control, accurate tracking and load 

disturbance responses. In spite of the development of power electronics resources that 

has reinforced the position of AC motor drives in the industrial market, the direct 

current (DC) motor drives are also becoming more and more useful insofar because of 

their simplicity, ease of application, high reliability, flexibility and favorable cost, and 

they have long been a backbone of an extensively large field of industrial applications 

[16]. particularly, the superiority of torque-speed characteristics offered by the 

separately excited DC motor, which provide excellent speed controllability regarding 

the precise, wide, simple, and continuous control characteristics; have made this type 

of motor drives still employed in a multitude of industrial and manufacturing processes 

such as pulp, paper and steel rolling mills, conveyors, mining, robotics, electrical 

traction and other applications where speed and position control of the motor are 

required [2]. This motor is used, however, to drive a coupled load characterized, 

generally, by an inertia �,	viscous friction coefficient, � and load torque 6. .   
          Regarding the extensive employment of these electromechanical drive systems, 

the need to improve their control quality and performance for these industrial 

applications is crucial. The objective is to increase the production quality of industrial 

processes and to use rationally the material resources of these industries. 
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          Designing a speed controller of desired performance characteristics represents, 

therefore, an essential issue in achieving these objectives. Traditionally, rheostatic 

armature control method was widely used for speed control of low power dc motors. 

However the controllability, cheapness, higher efficiency, and higher current carrying 

capabilities of semiconductor static power converters brought a major change in the 

performance of speed controlled electrical DC drives. Thanks to this advanced 

technology, and exploiting the speed controllability potential features, the desired 

torque-speed characteristics of DC motor could now be achieved and its speed can be 

adjusted to a great extent so as to provide easy control and high performance. Several 

control techniques and algorithms are currently available and can be utilized to control 

the speed of DC drive system, including conventional Proportional plus Integral (PI), 

Model Predictive Control (MPC) [1], Adaptive [2, 3], State Space Optimal Control 

schemes [4] as well as novel Neural Network (NN) and Fuzzy Logic (FL) [5, 6, 7, 8, 

9]. A hybrid combined speed controllers are also available such as PID-Neural 

Network, PID-Fuzzy Logic and Neuro-Fuzzy controllers [10, 11, 12]. 

          Among this multitude of techniques that can be used to control the speed of DC 

electromechanical system, the Proportional – Integral – Derivative (PID) or its option 

(PI) controller is still operating the majority of industrial control systems in the world. 

It has been reported that more than 95% of the controllers in the industrial process 

control applications are of PID type [13] as no other controller matches the simplicity, 

clear functionality, applicability and ease of use offered by this type of controller. 

Consequently, The PI (D) controller now is used for most of industrial control 

problems, not only implemented in motor drive systems, but also extends to include 

process control, automotive systems, flight control, instrumentation, etc., and it comes 

in many different forms; as standard single loop controller, or as a software component 

in programmable logic controllers and in distributed control systems [14].  

          DC drive systems, especially those used in rolling mill industries, are 

characterized by joint elasticity and some aspects of non linearity. This is mainly due 

to the long shaft coupling the driving motor and the load, which causes substantial 

torsional vibration in case of load side parameters variation of speed and /or torque. 
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These inherent properties can greatly affect the quality of the rolling material and even 

influence the stability of the used closed loop control system.  

          In case of minor changes of these parameters, their influence on drive dynamic 

behavior may be satisfactorily compensated using conventional control algorithms, 

such as PI controller, and ensuring the required quality and accuracy performance of 

the system response. However, the effects of substantial parameter changes and 

variations, which is generally the case for this type of application, can no longer be 

effectively compensated by these algorithms and it is not possible to obtain 

satisfactory performance by applying only standard and conventional PI controllers. 

In order to treat this control problem, two perspectives are found. The first perspective 

consists of changing completely and replacing the classical cascade structure of the 

control system under the conventional PI speed controller; whereas the second 

perspective proposes to find control techniques that alter modification to classical 

control structure so it matches the control problem requirements. 

          Regarding to the first perspective and in addition to the above stated numerous 

control alternatives other than PI based cascade control structure, which are proposed 

to handle these inherent system’s characteristics, the artificial intelligent control 

schemes have been widely employed to handle the AC drive inherent characteristics 

and achieving an important improvements of its control performance. These control 

methods represented by the design of Fuzzy logic controller, neural network controller 

or the combination of the two, are strongly proposed as an attempt to solve the 

problem of controlling the speed and/or position of DC drive systems which present 

difficulties of their modeling or those characterized by load changes, parameters 

variation and high nonlinearity such as friction and saturation [117, 119]. These 

methods, although they allowed achieving performance improvement of nonlinear 

systems and they are justified to be robust against model parameters variation, 

uncertainties and input disturbance changes characterizing these systems, they are 

either theoretically more complex or involve difficulties when they are being 

implemented. For this reason, some researchers have extensively worked; instead, to 

alter modification on the PI based conventional feedback control system structure in 
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order to design a robust controller capable of compensating for torsional vibrations 

effects of the underlying drive system and ensuring its high operational performances.       

          In addition to the employment of digital filters to avoid modal excitation of 

abrupt change of external disturbance of load torque or speed reference, the insertion 

of additional feedbacks from selected state variables that characterize the torsional 

torque, load speed and /or disturbance torque represents the more advanced method 

used in view of this perspective [38, 39]. The main drawback of this technique, 

however, resides in the fact that the direct feedbacks from these mechanical variables 

are very often difficult, cost effective and, as a result, reduces the system reliability. To 

solve this latter problem, many methods have been presented in the literature, which 

are based on the estimation of the mechanical state variables rather than feeding them 

back in the control structure. This is basically consisted of designing a state observer 

(state estimator) where the Kalman filter is the most known in this field [40]. 

          Regarding the DC motor drive system, the design and implementation of state 

observer technique represents the best choice for one reason that it preserves simplicity 

and cost effectiveness of the whole control system. This method has, in fact, brought a 

great enhancement and amelioration to DC drive performances and has solved to a 

great extent the problem of load side non measurable parameters variation and 

changes. But when it is used with a conventional PI controller to control the speed of 

DC motor drive system, it is argued that the speed response transient and steady state 

performance properties (peak overshoot, rise time, settling time and steady state error) 

are not as good as it is desired. This problem can be attributed to the fact that when the 

PI controller operates with its fixed parameters, it fails to respond to desired process 

specifications and performances as the operating level or the external conditions move 

away from the original design, thus the controller parameters have to be tuned 

allowing the process to be kept at its desired operating performances. Special attention 

has been given to this topic since long time, where researchers have worked to find 

simple and practical tuning methods for this widely employed controller. Broadly 

speaking, PI and PID tuning methods can be classified into the following categories: 

trial-and-error feature-based methods, analytical methods and optimization methods. 

Under these categories, plenty of techniques and methods are reported in the literature. 
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       In 1942s, Ziegler and Nichols [54] have proposed the first and most utilized 

method for selecting the parameters of PID controller based on a few features of the 

process dynamics that are easy to obtain experimentally. In 1953, Cohen-Coon [45], 

[55] has proposed his method based on the same experiments used by Zeigler and 

Nichols, but with an additional parameter used for PID settings. The poor results 

obtained using Zeigler–Nichols method was the reason for an intensive research done 

in the subject, resulting in new techniques. The Relay feedback method, proposed by 

Astrom and Hugglund [58, 59, 60] for automating the Zeigler and Nichols procedure is 

one of these techniques. Besides, the internal model control (IMC) is considered to be 

the most popular among the analytical methods [64, 65, 66]. 

         Recently, tuning methods based on optimization approaches, with the aim of 

ensuring good stability and robustness, have received attention in the literature. Some 

of these are the Extremum Seeking (ES) algorithm [80] based on optimizing an error-

based cost function generating the optimal PI (D) parameters. The same approach is 

used in the Iterative Feedback Tuning (IFT) method [72, 73, 74], with the only 

difference being the number of step response experiments required per iteration for 

determining the optimal controller parameters. 

          Many papers have also shown the utilization of the so called minimum criteria 

methods [75, 76, 77, 78, 79]. These are based on minimizing the mathematical criteria 

such as integral of error (IE), integral of absolute error (IAE), integral of time 

multiplied by absolute error (ITAE), integral of square error (ISE) and integral of time 

multiplied by square error (ITSE) to find the optimum controller parameters. In [94, 

95, 96, 97], Genetic Algorithm, Particle Swarm Optimization, Fuzzy Logic and Neural 

Networks are also presented as a soft computing and artificial intelligent methods and 

algorithms of optimally tuning the parameters of PID controller and enhancing system 

performance properties. 

  Besides the problem of finding the optimal PI controller parameters, which 

highly improve the performance of PI based control systems, the substantial change 

and variation of set point and load torque characterizing, particularly, the operation of 

PI based speed controlled DC drive employed in paper and steel rolling mill industries 

render this conventional controller unable alone to track accurately these variations 
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and preventing, therefore, the deviation from the desired performance. In order to cope 

with this problem, a lot of work has been done by many researchers to find control 

methods and techniques that are capable, in conjunction with PI controller, of 

achieving accuracy performance improvement of the so called systems under variable 

input reference conditions. Consequently, many methods are proposed in the literature.           

The proportional gain method [41] is traditionally used to improve the accuracy 

performance of a closed loop control system by increasing its loop gain. This method, 

although efficient of lowering the speed response steady state error, it degrades the 

system’s transient performance by increasing the percent overshoot. The integral 

control method is also applied in [110] to improve both systems’ order of astatism and 

accuracy by modifying the control structure and adding integral terms in the forward 

path of the control loop. The main drawback of this method is that these added 

integrators may lead to instability of the system. In an attempt of ensuring stability and 

desired tracking performance, the Sliding Mode Control (SMC) is used alone in [113] 

and with PI controller in [111, 112]. This robust and simple control technique is 

adaptively applied in [114, 115] to compensate model uncertainties of flexible-joint 

manipulator nonlinear dynamic systems and obtaining an accurate steady state 

response with zero error. These SMC based methods, although efficient and robust, 

they suffer from chattering problem which has to be eliminated. 

          Recently, the intelligent control methods of NN and hybrid Fuzzy-NN are, 

respectively, applied in [116] and [118] to adaptively improve both robustness and 

accuracy performance of induction motor speed control system under variable 

reference input signal. Regarding the achieved satisfactory results, these control 

methods are also applied for the same purpose on the speed and position controlled DC 

motor drive system [117], [119]. The feed-forward compensation is an alternative 

approach, also employed in different engineering branches to enhance the quality and 

performance of control system subjected variable external operating conditions. Using 

this approach, many techniques exist in literature among which, we find the Neural 

Network (NN) based feed-forward method, used in [120] to ameliorate the accuracy 

performance of PID based nonlinear control systems characterized by an input 

disturbance. The Fuzzy logic control combined with PI controller has also been used in 
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[121] as a feed-forward compensator to improve the already implemented sliding 

mode based positioning control system. Other feed-forward based compensation 

techniques are studied in [122]. 

          As far as the PI based speed controlled DC drive system is concerned, the 

inherent nonlinear characteristics such as saturation and friction could degrade the 

whole performance of that system [123], [124]. In order to deal with this problem, 

which is caused by the integrator wind-up phenomenon, many anti-windup schemes 

are proposed to be used with PI controller for compensating saturation nonlinearity 

and overcoming performance deterioration of the drive system. Thanks to these 

compensators, PI controller is, now, able to sustain with these practical issues and is 

still the bread and butter of any automatic control system. In [134], [135] and [136], 

the Limiting Integrator anti-windup technique is used to reduce the effect of integrator 

wind up due to saturation of PI speed controller. The scheme basically consists of 

feeding back the integrator output through a dead zone with a high gain in order to 

reduce the integrator input and guarantees an operation in the linear range. This has 

one drawback mainly due to the mismatch between the saturation element and 

integrator dead zone limits which may lead to their independent operation and hence 

provoking overshoot or undershoot in system’s response. The tracking back 

calculation, firstly proposed by Fertik and Ross [137], is another anti-windup 

compensation technique which is based on the calculation of the difference between 

the saturated and the unsaturated control input signals and generating the error 

feedback signal. The value of this latter is being used to control and reduce 

progressively, in case of saturation, the value PI integrator term through a properly 

chosen feedback gain constant [22], [127], [138, 139, 140, 141]. In general, this 

method can, conveniently, be applied for processes where the instantaneous reset of 

the integral term is not crucial. To overcome this disadvantage, the conditional 

integration anti-windup technique is slightly different scheme, which is applied to 

inhibit integrator action of the controller whenever saturation state is occurred [141], 

[144, 145]. This scheme, although it allows an immediate disabling of integration 

process when saturation occurs, it is criticized of having the disadvantage that the 

controller may get stuck at a non-zero control error if the integral term has a large 
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value at the time of switch off [22], [148]. However, for some applications with large 

change of set point, this anti-windup compensator may be more appropriate, where, 

the reader can advisably refer to [149], [150] for more details. 

          This extensive and huge effort has, in fact, represented the background of our 

work and motivated us to propose novel optimization approaches and methods either 

for tuning the PI controller parameters or dealing with some aspects of DC drive 

inherent properties affecting its required performances. In view of this idea, our work 

is basically about perfecting the performances of an already existing PI speed 

controller based separately excited DC drive system as it can be stated in the following 

scope and objectives.  

1.2 Scope and Objectives of the Thesis 

          Mainly this study is about proposing some optimization methods and techniques 

to achieve more improvements and perfection in operating transient and steady state 

performances of state observer based PI speed controlled DC drive system, which 

extensively used in rolling mill industry. Therefore, typical observer based models are 

being investigated and studied for this purpose.   

          The proposed novel Mini-Max optimization approach is first applied to 

optimally select (tune) the parameters of the PI speed controller. The objective is to 

achieve improvement, particularly, in dynamic performance properties such as: 

percent overshoot, rise time and settling time. In order to justify the superiority of this 

method, these improvements are compared to those obtained using the integral based 

minimisation criteria. 

          In order to fulfill the high accuracy and fast response requirements of PI speed 

controlled DC drive system when operating under large disturbance changes of speed 

reference and load torque, a transfer function based feed-forward compensator is 

proposed as an efficient control technique to force the drive speed to accurately 

respond with higher order of astatism to the changed input reference and load torque 

disturbance. 

          Regarding the presence of actuator saturation as an inherent nonlinear property 

of DC drive system and in order to cope with the serious degradation of its both 
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transient and steady state performances due to PI integrator windup phenomenon, a 

novel conditional integration anti-windup compensation scheme is proposed and 

applied.   

          At the end, we verify the robustness and effectiveness of utilized optimization 

approach and control techniques. This is, hopefully, done by analyzing the response 

sensitivity of the system against some system parameters variation.  

          We have to point out that throughout the whole of this study, special attention is 

given to exploring and makes clear the effect of viscous friction coefficient on 

performance improvement of DC drive system. It is a continuous effort to that done in 

[15], in which the viscous friction coefficient was neglected.  

1.3  Contribution  

          The contribution of this work consists in the fact that the obtained simulation 

results have shown that the proposed Mini-Max optimization approach in conjunction 

with the incorporation of the feed-forward control technique and conditional 

integration anti wind up compensator are effective in achieving both dynamic and 

steady state performance improvement of a widely used PI speed controlled DC drive 

system in paper and steel rolling mill industries. These improvements of control 

system performance have, indeed, an explicit impact on product quality improvement 

of these industries, where control solutions are usually required to attain this aim. 

          In attaining this end, a part of the work was a topic of research project within the 

Laboratory of Automatic and Informatics –Guelma (LAIG) at university of Guelma 

and which is entitled as « Contribution in Improving the State Observer-Based 

Electric Control Systems under the Influence of Positive Damping Friction». 

Around these achieved results, our contribution had, also, illustrated through the 

participation in the symposium days of « Journées sur les Signaux et Systèmes » (JSS) 

by the following themes: 

• « Comparative Analysis of Different Analytical and Parametric Methods of      

    Optimization of Cascade Systems », 3-rd day of JSS’08, L.A.I.G. Laboratory,   

    University of 08 May 1945 of Guelma, July 2008. 

• « Parametric Optimization of PI/PID Based Control System using Mini-Max   



10 
 

    Approach: Literature Overview », 2nd. day of Electrical Engineering Ph-D.   

    Students, University of 08 May 1945 of Guelma, Oct. 2008. 

• « Dynamic Performance Improvement of DC Servo Systems with Reduced Order  

    State Observer using MiniMax Approach», 1st day of JSS’10, L.A.I.G.   

    Laboratory, University of 08 May 45 of Guelma, Algeria, April 2010. 

• « Performance Improvement of double PI Controller based Non Linear   

    Regulatory Systems », 2nd. JSS’11, L.A.I.G. Laboratory, University of 08 May  

    45 of Guelma, Nov. 12, 2011. 

          Finally, the main results are resumed in the paper under the title of 

«PERFORMANCE IMPROVEMENT OF MINIMAX OPTIMIZED PI 

CONTROLLER-BASED DC DRIVE SYSTEM WITH ACTUATOR SATURATION 

» and published by ACTA Press in the Journal of Control and Intelligent Systems, Vol. 

42, No. 4, 2014. 

1.4  Thesis Structure 

          Based on the above mentioned issues, the thesis is organized, in addition to this 

introductory chapter, with four chapters as it is detailed in the following: 

Chapter 2. Description of Separately Excited DC Drive Control System 

In this chapter, we will discuss in details the whole structure of the DC drive 

system model that is being studied and analyzed for performance improvement 

and perfection. 

Chapter 3. DC Drive Dynamic Performance Optimization using Mini-Max   

                  Approach 

We devote the content of this chapter to study and analyze the dynamic 

performance properties and its relation to the stability of our state observer PI 

speed controlled DC drive system, where, we propose Mini-Max optimization 

approach to improve these performance characteristics. 
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Chapter 4. Improving Accuracy Performance and Order of Astatism of DC Drive  

                  using Feed-Forward Compensation   

The intention in this chapter is to study and investigate the steady state 

performance of the different system models in response to input reference and 

load torque changes, where an appropriate feed-forward compensating transfer 

function is applied to enhance their order of astatism without inserting 

additional integrators in the forward path of the closed loop system and 

therefore achieving improvement of the corresponding tracking error accuracy 

performance. 

Chapter 5. Effects of Nonlinearity and Parameters Variation on System   

                  Performance 
We discover in this chapter the behavior the different system models when 

they   are subjected to actuator saturation nonlinearity. The phenomenon is 

known as integrator windup, which is highly pronounced when the PI 

controller is used to control the speed of the DC drive system. To overcome 

the consequent degradation in system performances, we propose the 

conditional integration anti-windup compensation technique. Furthermore, the 

sensitivity of the achieved dynamic and steady state performance of the 

system against parameters variation is also studied and analyzed.  
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Chapter 2 
 

 

Description of Separately Excited  

DC Drive Control System 
 

 

2-1 Introduction 

           Separately excited DC motor is the type of electromagnet brushed DC motor for 

which the armature and field windings are electrically separated from each other, 

where the field windings are excited by a DC source separate of that of armature 

source. Although it exhibits some drawbacks when used in various power range 

industrial applications such as high maintenance requirement as well as its 

unsuitability to operate in explosive environment due to commutators and brushes, it 

presents, on the other hand, some precious advantages such as: simplicity, ease of 

application, high reliability, flexibility and favorable cost. Moreover,  the excellent 

speed controllability feature regarding the precise, wide, simple, and continuous 

control characteristics; have made this type of DC motor drives still employed in a 

multitude of industrial and manufacturing processes such as pulp, paper and steel 

rolling mills, conveyors, mining, robotics, electrical traction and other applications 

where speed and position control of the motor are required. In this chapter, we will 

discuss in details the whole structure of this DC drive control system that is being 

studied and analyzed for performance improvement and perfection. 

2-2 Dynamic Model of Separately Excited DC Motor  

          The control of SEDC motor and analyzing its performance within a drive control 

system require, in most cases, the knowledge of its mathematical model. In order to 
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build this model, an equivalent electrical circuit for the SEDC electromechanical 

system is assumed in Fig. 2.1 [16].  

 

 

 

 

 

 

 

 

 

 

 

Figure.2.1 Equivalent Circuit of Separately Excited DC Motor based 

Electromechanical System 

 

The physical parameters appearing in the circuit scheme are defined as follows: 5�: The winding resistance of the field circuit (Ω). 2�: The winding inductance of the 

field circuit (H). �� , 0�: are respectively, the instantaneous and steady state currents of 

the field circuit (A). "� , 9�: are, respectively, the instantaneous and steady state applied 

field voltages (Volt). 5�: The resistance of the armature circuit (Ω). 2�: represents the 

inductance of the armature circuit (H). �� , 0�: are respectively, the instantaneous and 

steady state components of the armature current (A). "� , 9�: are respectively, the 

instantaneous and steady state armature input terminal voltages (Volt). � , )�: are 

respectively the instantaneous and steady state back Electromotive force (e.m.f) 

voltages (Volt). 6&: is the developed electromagnetic torque (N.m). >?: is the motor 

speed (rad/sec).  

          The DC motor is used to drive a mechanical load, which is characterized by the 

following parameters: � : which represents the load and motor moment of inertia (Kg.m2). 6.: is the load 

torque (N.m). 
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          In Table 1, we present the physical parameters values which characterize the 

utilized separately excited DC motor with the corresponding coupled load. 

Table 2.1 Parameters values of DC Motor base Electromechanical System. 

>? Rated Motor Speed 157 rad / s 

"� Rated Terminal Voltage 440 V 

5� Armature Resistance  0.087 Ω 

2� Armature Inductance  6.873 e -3 H 

� The Rotational Load Inertia 20 kg.m2 

�� Back E.M.F Voltage Constant 2.68 V.s / rad 

�� Electromagnetic Torque Constant 2.68 N.m / A 

6. Nominal Load Torque  1070 N.m 

 

The above simplified representation of the SEDC motor based electromechanical 

system mention that it consists of two independent circuits, armature circuit and field 

circuit with the load is connected to the armature circuit. As shown, two voltages are 

separately  applied to each of field and armature terminals, which results in two 

flowing currents known as field current, ��(�) and armature current, ��(�).  
Basically, when the SEDC motor is excited by a field current �� , an armature current �� 

flows in the circuit. As a result, a motor back e.m.f  � is induced and an 

electromagnetic torque 6& is developed to balance the load torque 6. at a particular 

speed >?. The exciting field current �� is independent of the armature current ��, 

because the two windings are supplied separately, which means that any change in the 

armature current has no effect on the field current [17].  

          By referring to the schematic model of the electromechanical system mentioned 

in Fig.2.1 and using the Newton’s law combined with the Kirchhoff’s law around the 

two circuit loops, the mathematical model of the system describing both electrical and 
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mechanical characteristics can now be derived and stated in the form of differential 

equations.  

2-2-1 Electrical Characteristics of SEDC Motor 

          By applying Kirchhoff’s voltage principle around the armature and field circuits 

of the dc motor; we obtain the following two differential equations, which describe its 

dynamic electrical behaviour: 

		"� = 5��� + 2� ��L�� + �(�)                                                         (2.1) 

		"� = 5��� + 2� ��M��                                                                        (2.2) 

The back electromotive force, EMF voltage, �(�)	is induced by the rotation of the 

armature windings in the magnetic field due to the field excitation ��(�) and it acts in 

opposition to the current that produces the motion. This back EMF is related to the 

motor shaft angular speed, >?(�) by a linear relation given by the expression: 

                  �(�) = �<(�)>?(�)                                                                  (2.3) 

where � is a constant and <(�) is the field produced air gap flux proportional to the 

field current as it is expressed by the relation: 

                <(�) = ����(�)                                                                            (2.4) 

From equations (2.3) and (2.4), the back e.m.f voltage is expressed as a function of 

field current and motor angular velocity as: 

 �(�) = �����(�)>?(�) = ����(�)>?(�)                                  (2.5) 

With �� = ��� is the motor back e.m.f voltage constant (in V/A-rad/s) [17]. 

Therefore, equation (2.1) becomes: 

		"� = 5��� + 2� ��L�� + ����(�)>?(�)                                           (2.6) 
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2-2-2   Mechanical Characteristics of SEDC Motor 

          By performing the energy balance on the electromechanical system and using 

Newton’s second law, the mathematical model describing the mechanical 

characteristics can be derived in the form of differential equation as follows: 

                  ∑6OP = � �QOOOPR��                                                                                  (2.7) 

If the load torque is denoted by 6., equation (2.7) becomes: 

�QR�� = ES (6& − 67��!8�� − 6.)                                                       (2.8) 

With: 6& being the electromagnetic torque developed by the DC motor and is 

represented by the torque equation (2.9), which couples the mechanical torque to the 

electrical armature current as: 

             6& = ����(�)��(�)                                                                         (2.9) 

Where �� is the motor torque constant in (Nm/A). In SI unit system, we have [18]: 

                            �� = ��                                                                                      (2.10) 

67��!8�� in equation (2.8) represents the viscous friction torque, which models the 

frictions due to motor brushes, bearings, gears, etc [17, 19]. To maintain the linear 

aspect of system model, this is the only friction torque type of the motor considered in 

this study and is modeled to be linearly proportional to the motor angular speed as:  

               67��!8�� = �>?(�)                                                                     (2.11) 

Special attention is given, in fact, to this type of friction torque throughout this work, 

where its influence on the performance of the whole system is investigated by 

considering positive and negative values of viscous friction coefficient � (in 

N.m.s/rad) rather than neglecting its effect via assuming this coefficient equals zero.  
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Taking this important mechanical parameter into account, when substituting equations 

(2.9), (2.11) in (2.8), we obtain the following differential equation that models the 

mechanical characteristics of the separately excited DC motor [20]. 

����(�)��(�) = � �QU(�)�� + �>�(�) + 6.                                      (2.12)  

The equations (2.2), (2.6) and (2.12) model completely the electrical and mechanical 

dynamics of SEDC motor based electromechanical system.                   

2-3 Block Diagram Representation of SEDC Motor Based Electromechanical 

System  

          The block diagram representation of SEDC motor based electromechanical 

system is built from the interaction of the equations (2.2), (2.6) and (2.12) in the time 

domain as they are rewritten in s-domain. Using Laplace transform, the following 

corresponding set of equations is obtained: 

                   9�(�) = (5� + �2�)0�(�) + ��0�(�)>?(�)                               (2.13) 

                   9�(�) = 5�0�(�) + �2�0�(�)                                                       (2.14) 

                   ��0�(�)0�(�) = (� + ��)>?(�) + 6.                                         (2.15) 

From equation (2.15), the rotational motor speed is expressed as: 

                   >?(�) = V EWX�SY [��0�(�)0�(�) − 6.]                                         (2.16) 

From equation (1.13), the armature current is expressed as: 

                    0�(�) = V E\LX�.LY [9�(�) − ��0�(�)>?(�)]                                (2.17) 

And from equation (2.14), the field current is given as: 

                     0�(�) = ]M(�)^\MX.M	�_                                                                         (2.18) 
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          By implementing equations (2.16), (2.17) and (2.18), we obtain the following 

block diagram representing the SEDC motor based electromechanical system model in 

s-domain. 

 

 

 

 

 

 

 

 

 

 

Figure 2.2 Block Diagram of SEDC Motor based Electromechanical System under 

Variation of both Field and Armature Currents 

 

2.3.1 Suitable Block Diagram Representation 

          As far as the speed control of the electromechanical system is concerned, this 

block diagram shows clearly that the speed of the motor can be varied either by: 

a) Controlling the field current (flux), also known as field flux control method, or; 

b) Controlling the armature voltage 9�(�),	also known as armature voltage control 

method. 

The first method is due to the fact that the rotational speed of the motor is inversely 

proportional to both field current and flux, as it is expressed by: 

                             >? ∝ 	 EaM 	 ∝ 	 E�M                                                                           (2.19) 

In this method, the armature input voltage is maintained constant at its rated value and 

the rotor speed is changed by varying the field quantities <� and �� . By weakening the 

field quantity, the motor speed can be increased beyond the nominal value, however, it 

can be decreased by progressively strengthening the field flux providing to not 

exceeding the maximum rated flux value for the reason of saturation. Due to this 
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restriction, this method of controlling the motor speed becomes not suitable for desired 

speeds below the rated (nominal) value [6]. 

          The second method of controlling the rotational speed of separately excited DC 

motor is the result of the fact that its speed is directly proportional to the armature 

input voltage according the expression: 

                     >? 	 ∝ ("� − 5� 	��)                                                                   (2.20) 

When applying this method, the field quantity is maintained constant and the motor 

speed is changed via armature voltage variation. Armature control is limited in speed 

by the limited magnitude of the available dc supply voltage and armature winding 

insulation. Therefore, if the supply dc voltage is varied from zero to nominal value, 

then the motor speed can be controlled from zero to nominal value, which makes this 

method ideal for required operational speed from zero to rated value. These two ways 

of varying the speed of DC motor are explained by the graph illustrated in Fig.2.3.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.3 Combined Armature Voltage and Field Flux Speed Control of Separately 

Excited DC Motor 
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          Based on this theory, the appropriate way of varying the motor speed can be 

chosen depending on the application requirements. Due to this fact, throughout the rest 

of our development, the focus will be on the armature voltage control that matches the 

rolling mill industries speed control requirement. Consequently, the block diagram 

representation of the separately excited DC motor based electromechanical system 

considered in this study will be that depicted by Fig. 2.4.  

 

 

 

 

 

 

             

 

Figure 2.4 Block Diagram of SEDC Motor Electromechanical System under 

Armature Voltage Control only. 

 

          Many forms of transfer function can be derived using this block diagram. 

However, as far as the motor speed is controlled via the variation of armature voltage, 

the system can be represented by the following second order transfer function relating 

the input armature voltage, 9�(�), and the output rotational speed, >?(�): 
        

QR(�)]L(�) =
efgLh�iX	jkLgLXlhm	�	X	jkLlgLh 	X	enefgLh m                                                (2.21) 

Alternatively, we can write the above transfer function as follows: 

     
QR(�)]L(�) = on\LW(EXpL	�)(EXpR	�)Xofon                                                 (2.22) 

With: B� = .L\L: is the armature time constant in [s] and; 
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          B? = SW: is the mechanical time constant in [s].   

2.4 State Space Representation of SEDC Motor   

          The electromechanical system used in our study is characterized by several 

inherent properties such as: set point and load disturbance changes, parameters 

variation, nonlinearities, etc. in order to meet the desired operational performance 

specifications of accuracy and stability robustness, we need to take into account these 

characteristics when designing the appropriate feedback controller. Therefore, for the 

purpose of designing an advanced control system that is able of satisfying the desired 

performance specifications, the state space representation of the DC motor based 

electromechanical system can be given by the following state equation:   

r s�H (�)>?H (�)t = u− \L.L 										− on.LofS 													− WS
v r ��(�)>?(�)t + u E.L 						0		0				 − ES

v r"�(�)6.(�)t                              (2.23) 

And the output equation: 

>?(�) = V01Y r ��(�)>?(�)t                                                                                         (2.24) 

With:  [��(�)			>?(�)			] is the state variables vector; 

[>?(�)] is the output vector of single element, and; 

["�(�)				6.(�)] is the input vector of the system. 

This state space representation is the basis for the design of state observer based 

feedback control system of the electromechanical system used in this work. 

2.5   Speed Control Structures of SEDC Motor 

          Due to its precise, simple, and continuous control characteristics [21], the 

separately excited DC motor is extensively employed in industrial drives. Particularly, 

the control of the position or/and speed of this motor with high accuracy and good 

dynamic response is an important issue and highly requested. On the other hand, the 

advances achieved in the field of power electronics have brought significant 

improvements in its operational performances, where the motor is necessarily being 
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used with the power electronic converter when operation under variable speed is 

required. Using this mechanism, two structures are, historically, presented to control 

the speed of DC motor.  

2.5.1 Open Loop Speed Control of DC Motor  

          Generally speaking, the speed control of DC motor drive consists of taking the 

signal representing the set point speed and driving the motor to run at that speed. 

Historically, this is performed using either field resistance control or armature voltage 

control method, which are open loop methods. The field control method consists of 

maintaining constant the armature voltage and varying the field excitation current via 

an insertion of variable resistance in series with the stator windings, whereas in the 

armature voltage method, the field flux is held constant and the variation of motor 

speed is accomplished proportionally by increasing or decreasing the armature voltage. 

Due to the advances achieved in power electronics, both of the above methods can 

now implemented via open loop control structure using a rheostatic technique with the 

static converter. The main scope of application of this structure is in drives where an 

exact speed control is not essential [22]. However, in industrial applications such as 

rolling mills, where the drive response requires an accurate tracking of the set point 

speed and high operational performance of stability and robustness against reference 

and load disturbances, the system operation under open loop control structure becomes 

unsatisfactory and the closed loop control scheme is mandatory. 

2.5.2 Closed Loop Control of DC Motor Speed  

          Modern industrial drives are required to present relatively high dynamical 

performance. Particularly, they have to achieve the reference signal tracking accurately 

and with fast dynamics. At the same time they have to ensure the system stability and 

robustness in all circumstances. In order to satisfactorily meet these requirements, the 

closed loop (feedback) structure of speed control system is designed. 

The basic feedback loop structure which is used and implemented for the purpose of 

controlling the speed of DC motor is depicted in Fig. 2.5.  

          As it is illustrated in the figure, the used feedback control scheme is of cascade 

structure; which consists of an outer loop for rotational speed control and an inner loop 
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for the armature current control. The speed controller, in the outer loop, uses its output 

as a reference for the current controller, whereas the current controller, in the inner 

loop, uses its output as an input to the pulse width modulated (PWM) generator that 

controls the motor input voltage. 

 

 

 

 

 

 

 

 

 

 

Figure 2.5 Cascade Structure of SEDC Motor Feedback Speed Control Loop. 

 

2.5.2.1 Current Controller in DC Drive System  

          In DC drive control system, as for any electric drive, the need to control the 

current in motor armature is crucial because the mechanical time constant is very large 

compared with electric time constant. Consequently, at starting, the system with only 

speed controller present will produce a maximum error because of zero initial motor 

speed. As a result, a maximum voltage is given and resulting in very large current 

flow, which may exceed the motor maximum current limit and can damage the motor 

windings.  

          By applying current controller, the applied voltage 9� will become dependent 

not only on the speed error, but also on the current error that limits the produced 

current [23, 24]. On the other hand, the insertion of this controller in the whole control 

structure of the drive will speed up the output response [25]. 
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2.5.3 Speed Controller Selection for SEDC Drive System 

          Now we see what type of controller is being selected to best fit the desired 

requirements. In fact, since researchers began to study automatic control in the 1930s 

[21], a wide spectrum of choices for control schemes and strategies have been 

introduced including the proportional-plus-integral-plus derivative (PID), adaptive, 

robust, and intelligent control algorithms. Studies and statistics have shown, however, 

that more than 95% of the industrial controllers are still implemented based around PI 

or PID algorithms [26],[22],[27], as no other controllers match the simplicity, clear 

functionality, applicability, and ease of use offered by this control algorithm [28],[29].         

          The PI (D) controller being used for most of industrial control problems, 

including process control, motor drives, automotive systems, flight control, 

instrumentation, comes in many different forms: as standard single loop controller, as 

a software component in programmable logic controllers or in distributed control 

systems [14]. Therefore, it is of prime importance to give more details on this 

particular control algorithm which represents the core element around which our study 

is about.  

2.5.4 Implementation Forms of PID Controller 

          Basically, a PID controller generates control command signal  (�) according to 

the controlled error signal (�). It consists of three parts: The proportional part 

generates a control action which is proportional to the error signal, the integral part 

which is the integral of the error signal, and the derivative part representing the 

changing rate of the error signal.  

          The study of the PID market, however, shows the existence of many forms or 

structures which are designed and manufactured, where, their knowledge, 

understanding as well as how their differences affect the determination of the tuning 

parameters is fundamental for the proper use and tuning of the controller and thus, 

ensuring good operating performance of the control system. Although the standard 

ideal structure is the mostly studied for design and implementation [30], there are 

different PID algorithm forms that are used by different manufacturers and which are 

mainly consisted in the following: 
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2.5.4.1 Standard Non Interacting Form 

          This structure is also known as the ideal form of PID controller. It is described, 

in time domain, by the following expression:  

 (�) = �� j(�) + Ewx y (B)	B�� + 6� �(�)�� m                                (2.25) 

Where  (�) is the control variable and (�) is the tracking error, defined as the 

difference between the set point or reference signal and the actual output one. The 

parameters of the controller are, respectively, the proportional gain ��, the integral 

time constant 6� and the derivative time constant 6� . 
          The corresponding frequency domain of equation (2.25) is represented by the 

following controller transfer function: 

*!(�) = z(�){(�) = �� j1 + Ewx	� + 6� 	�m = �� jEXwx	�Xwx	w|	�iwx	� m                    (2.26) 

The block diagram representing this controller structure is illustrated in Fig.2.6 (a). 

2.5.4.2 Parallel Non Interacting Form 

          An alternative non interacting structure version for PID controller (also known 

as parallel form) is represented, in time domain, by the following equation: 

 (�) = ��(�) + �� y (B)	B�� + �� �&(�)��                                   (2.27) 

Its corresponding transfer function is given as: 

*!(�) = �� + �� E� + ��� = o|�iXo}�Xox�                                    (2.28) 

Where, in this case, the controller’s parameters are, respectively, the proportional gain ��, the integral gain �� and the derivative gain �� . 
This nomenclature of non interacting forms for the controller is because the integral 

time constant 6� (or integral gain ��) does not influence the derivative part, and the 

derivative time constant 6� (or derivative gain ��) does not influence the integral part; 
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thus, the parts are non interacting [30]. This is clearly depicted in the block diagram of 

Fig.2.6 (b). 

2.5.4.3 Series Interacting Form 

          This form of PID structure is slightly different than the above two others in such 

a way the derivative part does influence the integral part. This interaction can be 

described, in the frequency domain, by the following transfer function: 

*!~(�) = ��~ �1 + E�wx�� (1 + �6�~)                                                (2.29) 

Where ��~ , 6�~ and 6�~  are the corresponding proportional, integral and derivative 

controller parameters respectively. 

It is important to know that this interacting form can always be represented as a non 

interacting controller (eq. 2.26) whose coefficients are given by [30]: 

�� = ��~ ox�Xo|�ox�                                                                             (2.30) 

 6� = 6�~ + 6�~                                                                                (2.31) 

                              6� = wx�w|�wx�Xw|�                                                                                  (2.32) 

Conversely, when 6� ≥ 46�, the non interacting controller (2.26) can also be 

represented as an interacting form (2.29) whose coefficients are given by: 

                              ��~ = o}� �1 + �1 − �w|wx �                                                            (2.33) 

                              6�~ = wx� �1 + �1 − �w|wx �                                                             (2.34) 

                              6�~ = wx� �1 − �1 − �w|wx �                                                             (2.35) 

          The interacting architecture of PID controller described earlier is, however, most 

common among single-loop controllers and, for historical reasons, it is still produced 
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by many manufacturers [21]; because early PID pneumatic controllers were easier to 

build using interacting form and when they changed the technology from pneumatic to 

analog electric and then to digital, they kept the interacting form. 

The block diagrams of the above structures are grouped respectively in Fig.2.6. 

 

 
 
 
 

 

(a) Standard Non Interactive Structure. 

 
 
 
 
 
 

 

(b) Parallel Non Interacting PID Structure. 

 
 
 
 

 
 
 

(c) Series Interacting PID Structure. 
 

Figure 2.6 Interacting and Non- Interacting Forms of PID Controller. 
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            From practical point of view, this typology of PID controller and its 

classification to the above structures are of paramount importance and significance due 

to the fact that these structures are of different parameter settings. Accordingly, if a 

controller of a certain form in a certain control loop is replaced by another controller 

form, the controller parameters are never the same and have to be changed. It is, 

however, interesting to note that the interacting and non-interacting forms are different 

only when the integral and derivative parts of the controller are used together. In other 

words, if we only use the controller as a P, PD, or PI controller, the two forms are 

equivalent [31], which can be deduced from the above presentation. 

2.5.5 PI versus PID Utilization in DC Drive Control Systems 

          In the field of electric drive systems, the PI-type controller is rather used for 

speed/position and current control (or regulation) purposes [32, 28] because derivative 

action is not used very often due to its kicks effects on the drive performance. 

Consequently, this type of controller is being our choice as the basic speed and current 

controllers in the aforementioned cascade structure of speed controlled DC drive 

system.   

2.6 State Observer Based Feedback Speed Control of DC Drive 

           It is common knowledge that electrical drives, especially DC drives, are 

essential parts of many manufacturing processes. As a fact of matter, they should be 

adequately controlled not only to decrease power consumption and making the 

exploitable life of the drive longer, but also to ensure drive safety and improved 

product quality.  

          Typically, when the industrial drive is designed, the different friction types, the 

elasticity of the shaft and its corresponding torsional vibration as well as noise effect, 

are neglected. In the case of the standard drive such an assumption is reasonable; 

however, there is a large group of drives, like: rolling-mill drives, conveyer belt, 

modern servo-drives, robot-arm, these characteristic features of the mechanical part 

cannot be neglected and have to be included in the analysis [33]-[35]. Therefore, 

satisfactory speed control of these drives cannot be attained using classical cascade 
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control system through direct feedback sensors and with a simple PI speed and current 

controllers [36]. 

          To overcome this serious control problem, approaches have been developed or 

proposed in order to suppress the torsional vibrations effect and achieving high 

dynamical performance of the drive systems with elastic couplings. In this vein, one 

approach is based on proposing controller alternatives to replace completely the 

conventional PI controller within the feedback loop with those nonconventional 

controllers such as Fuzzy Controller (FC), NN controller and others which are stated 

previously in chapter one. The second approach consists of altering structural 

modifications on the original PI based speed control system of the drive with 

additional feedbacks or other compensators. One method of these is presented in [37] 

and is based on the modification of the speed controller parameters setting. More 

advanced control techniques are based on applying additional feedbacks from a 

selected state variable. This is reported in [38], where nine different control structures 

with one additional feedback are presented and compared. But the most advanced 

control structures, which allowed free setting of the system dynamics, are based on the 

application of the additional feedbacks from all state variables and known under the 

name State Feedback Control structure [39]. 

          The design of state feedback controller is able to ensure and guarantee good and 

improved performance characteristics of both transient and steady state responses. 

Unfortunately, due to parameters variation, this control strategy does not maintain the 

desired performance of drives with elastic coupling. Moreover, the synthesis of state-

feedback control assumes that all the process states are measurable or that they can be 

generated from the output. In many practical control systems it is physically or 

economically impractical to install all the transducers which would be necessary to 

measure all of the states. Under these conditions, it becomes necessary, if full state 

feedback is required, to observe or estimate the state variables [40] from the 

availability of only a reduced set of information. This estimation (reconstruction) of 

the plant states requires, however, that all the original control system states be 

observable [41]. If this is the case, the control solution consists of designing a 

dynamical control system based on building a state observer, which is used to estimate 
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the state variable vector #(�) from the knowledge of the control inputs  (�) and the 

output information %(�). Using the state space model of the DC motor presented 

earlier, the idea of state observer based control system is illustrated by the block 

diagram of Fig.2.7.  

          By referring the equation (2.23), which describes the state space model of SEDC 

motor coupled to the mechanical load, we can define and identify the variables and  

matrices appearing in this block diagram as follows: #(�) = [#E(�)			#�(�)] = [>?(�)			��(�)]: Represents the state variables vector; %(�) = [%E(�)] = [>?(�)]: Represents the output vector of single element; 

 

 

 

  

 

 

 

 

 

 

 

Figure 2.7 General Structure of State Observer based Control System of DC Motor 

  (�) = [ E(�)			 �(�)] = ["�(�)				6.(�)]: is the input vector of the system; 

� = u− \L.L 										− on.LofS 													− WS
v  is the (2 × 2) state matrix. 

� = u E.L 						0		0				 − ES
v is the (2 × 2) control matrix. 

� = V01Y is the (2 × 1)output matrix. 

#$(�), %$(�): are respectively the estimated vectors of state variable and plant output.  
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When these are defined, the designed state observer is built based on the knowledge of 

the exact model of DC motor (�, �, �) and the error correcting part defined by: 

2(%(�) − %$(�))                                                                           (2.36) 

With 2 represents the observer gain matrix. 

As it is shown in Fig.2.7, the state observer uses the input signals ( (�), %(�)) and 

outputs the estimate state variable #$(�),	where its design is based on the selection of 

the gain matrix 2. 
         With this design of state observer, the description of the whole structure of 

separately excited DC motor based speed control drive system is done. The design 

details, however, is beyond the scope of our study. Instead, basically we worked out 

four PI speed controlled and state observer based models, which are elaborated in [42] 

for improving and perfecting dynamic and steady state performance of PI based speed 

controlled DC drive system already implemented in steel rolling mill industries.  

2.7 Elaborated PI based Speed Controlled DC Drive Models for Performance 

Improvement 

          Based on the details that we have presented throughout this chapter, we end up 

in this section to give the models resulted from the combined utilization of PI 

controller and state observer in controlling the speed of SEDC motor based 

electromechanical system. Furthermore, these models will be investigated and 

subjected to performance improvement study in the subsequent chapters. 

2.7.1  System Model with 1PI Speed Controller and State Observer of Order 2  

          In this model, we will study the transient and steady state performance of the 

system when a single PI controller is used to control the speed of the DC motor 

together with state observer of order two to estimate the mechanical non measureable 

parameters. This model is represented by MATLAB/Simulink block diagram in 

Fig.2.8. 

          The state observer appearing in this model block diagram is of order two, where 

its structure is mentioned in Fig.2.9. 
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The same thing is done for the other models, where their block diagrams including the 

state observer ones are given in the subsequent figures. 

 

 

 

 

 

 

 

 

Figure 2.8 Simulink Block Diagram of Model with 1PI Speed Controller and 2nd order 

State Observer based DC Drive System. 

   

 

 

 

 

 

 

 

Figure 2.9 Simulink Block Diagram of 2nd order State Observer Structure. 

 

2.7.2 System Model with 2PI Speed Controller and State Observer of Order 2  

 

 

 

 

 

 

Figure 2.10 Simulink Block Diagram of Model with 2PI Speed Controller and 2nd 

order State Observer based DC Drive System. 
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The state observer block diagram of this model is the same as that of Fig.2.9. 

 

2.7.3 System Model with 1PI Speed Controller and State Observer of Order 5  

 

 

 

 

 

 

 

 

 

Figure 2.11 Simulink Block Diagram Model of one PI Speed Controller and 5th order 

State Observer based DC Drive System. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.12 Simulink Block Diagram of 5th order State Observer Structure. 

 

The used values for the gain matrix parameters of the above state observers are given 

in Appendix B (Table B.1).  
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2.7.4 System Model with 2PI Speed Controller and State Observer of Order 6  

 

 

 

 

 

 

 

 

 

Figure 2.13 Simulink Block Diagram Model of 2PI Speed Controller and 6th 

order State Observer based DC Drive System. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.14 Simulink Block Diagram of 6th order State Observer Structure. 

 

 

The used values for the gain matrix parameters of this state observer are given in 

Appendix B (Table B.1).  

 

 

 



35 
 

2.8 Conclusion 

           In this chapter, the objective was mainly to provide details on the control 

structure of the separately excited DC motor based electromechanical system widely 

used in paper and steel rolling mill industries and which is the subject of the whole 

study throughout the realization of this work. 

First, the electrical and mechanical characteristics of the DC motor are modeled where 

the viscous friction is particularly considered via the appearance of its model in the 

whole model of the motor. The model is being used to implement the speed controller 

for the drive system. 

          After a thorough description of the fundamental components of the control 

structure that is being the basis of speed controller of SEDC drive system, an 

elaborated system models are selected to carry out the study of improvement and 

perfecting the systems’ operating performances.   
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Chapter 3  
 
  
     

DC Drive Dynamic Performance Optimization  

using Mini-Max Approach  
 
 
 

3.1  Introduction 

          Feedback control systems are, generally, built to modify the behavior of a 

process so it behaves in a specific desirable way over time. For the rolling mill DC 

drive system at hand, we often require the speed response to have good dynamic and 

steady state performance characteristics although the variation and changes of external 

input and load disturbances.  

          When designing feedback control systems, however, we require that system to 

have clear criteria for what makes one controller preferable to another. Mainly, these 

criteria that allow us to qualify and quantify both dynamic (transient) and steady state 

performances are stability, overshoot, settling time, rise time and accuracy. All these 

performance metrics of control systems can be classified as stability, transient 

performance and steady state performance. By postponing the study of steady state 

performance for the next chapter, we devote the content of this chapter to study and 

analyze the dynamic performance properties and its relation to the stability of our state 

observer PI speed controlled DC drive system, where, we propose Mini-Max 

optimization approach to improve these performance characteristics.  

3.2 Dynamic Performance Properties of PI Speed Controlled DC Drive  

          A practical control system cannot respond instantaneously to input excitation 

and disturbance; it exhibits, however, a transient response with damped oscillations 
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before reaching its steady state. This response is characterized by some index 

properties representing at the same time the parametric metrics used to describe the 

dynamic performance characteristics of the response. Frequently, such performance 

characteristics are specified in terms of transient response to step input, because such 

an input is easy to generate and is sufficiently drastic, in such a way, if the response of 

a linear system to a step input is known, it is mathematically possible to compute the 

system’s response to any other input. 

Most importantly, these characteristic terms are named as the following [40, 43]: 

• Rise Time (��): this is defined as the time required for the response to rise from 

10 % to 90 % of its final value. It is possible to define other limits as well, but 

in our work we shall use these percentages.  

• Peak Time (��): it is defined as the time required for the response to reach the 

first peak of the overshoot. 

• Maximum Overshoot (��): it is defined as the maximum peak value of the 

step response curve, measured from the final steady state value. If :(��) is 

maximum response at the peak time and :�� is the steady state value of the 

response, then it is common practice to use the following definition of the 

maximum percent overshoot as follows: 

                 3�#�� �	�����	�"��ℎ��� = %	3� =	 �^�}_D������ 	× 100	%          (3.1) 

• Settling Time (� ): is defined as the time required for the response curve to 

reach and stay within 5 % of the final steady state value. In some cases, 2% 

instead of 5 % is used as the percentage of the final value [44]. The settling 

time is the largest time constant of the system. 

For the sake of illustration, these performance properties and specifications are 

mentioned in Fig.3.1 illustrating a typical control system step response of PI speed 

controlled DC drive system.  
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Figure 3.1 Typical Step Response of DC Drive Control System. 

 

It is noticeable from this typical step response of control system that during the 

transient regime, the output response is quite different of the desired response due to 

the appearance of the above defined transient properties characterizing this portion of 

the response, which reveals its importance in any control system design. 

          In other words, in addition of requiring a dynamic system to be stable, i.e., its 

response does not increase unbounded with time; we also require its response: 

• To be fast (small rise time); 

• does not excessively overshoot the desired value (small percent overshoot); and 

• To reach and remain close to the desired reference value in the minimum time 

possible (small settling time). 

3.3 Stability vs. Overshoot Performance Properties 

          One may ask about the relationship between the stability criterion and the 

overshoot transient performance metric of the control system behavior. By definition, 

a stable system is the system for which a bounded input always produces a bounded 

output [45]. However, in practice we do not see unbounded outputs due to saturation 

effects and therefore, for systems with bounded (saturated) control inputs and/or 

outputs, instability can manifest itself as a limit cycles that cause the controlled system 

to behave with an oscillatory manner, which is an undesirable property. Consequently, 
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the stability of the whole control system represents the basic and important conceptual 

and practical performance property that should be guaranteed by the designed 

controller. Two commonly used quantities that measure the stability margin when 

designing a control system and which are directly related to the stability criterion 

stated by Nyquist [46, 47]. These are the gain margin (*,) and phase margin (=,) 

defined, respectively, as the factor by which the open loop gain of the system can be 

raised before reaching the instability point and the amount by which the system’s 

phase exceeds – 180° at unity gain. Thus, the transient response overshoot of a control 

system is, in fact, related to its stability via these two defined gain quantities.   

3.3.1 Relationship between Stability Margins and Percent Overshoot  

          This relationship can be explained and mentioned by referring to the closed loop 

transfer function of any 2nd order control system, which can, in general, be expressed 

as [48]: 

*!+(�) = 	 oQ¡i�iX�¢Q¡�XQ¡i                                                                        (3.2) 

With �,>�	��		C are, respectively the system’s loop gain, response natural frequency 

and the response damping ration. 

          In this case, the phase margin =, is more commonly used to specify both 

stability and transient performances of control system due to its relationship with the 

damping ratio of the system. For the case where the system is described by the transfer 

function (3.2), this relationship is expressed as [41, 49, 50]: 

     =, =	 ���DE £ �¢
�¤EX�¢¥D�¢i¦                                                          (3.3)                

When this expression is plotted in a (C, =,) plane, we can obtain that =, varies with 

respect to the damping ratio approximately as a straight line up to about: =, ≅ 70°. 

For this reason, when the system is of order two, it is accurate enough to approximate 

the relationship between the phase margin (=,) below 70° and the damping ratio by 

the expression [41]: 
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                            C ≅ ©ªE��                                                                                        (3.4) 

          Additionally, for the sake of finding an aid to evaluate the second order control 

system performance based on its phase margin, it is derived an expression that relates 

the system damping ration (C) and the response maximum overshoot (3�) as [41]: 

                           3� = D( «¬
�®¬i)                                                                           (3.5) 

The expressions (3.3) and (3.5) can be converted into graphical plots which mention 

clearly the relationship between the triple (3�, =, , C) as it is depicted in Fig.3.2 [51]. 

  

 

Figure 3.2 Percent Overshoot and Phase Margin as a function of Damping Ratio C. 

Therefore, we see that, given the (=,), one can infer information about what the 

overshoot of the closed-loop step response would be and vice versa. Also, it is obvious 

that the reduction of percent overshoot leads to increasing the phase margin and hence 

more stability is achieved. 

         We will refer to this explanation when discussing the results that show the 

improvement achieved in dynamic performance of the drive system at hand. 

3.4   Dynamic Performance Improvement by Tuning PI Parameters 

          In spite of the availability of advanced and intelligent control algorithms that 

have been developed, the PID controller remains the most popular and widely used in 
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industry. This is mainly due to the simplicity and few tuning parameters of this control 

law. 

         But the PID controller with fixed parameters fails, generally, to respond to the 

desired process specifications and performances as the operating level moves away 

from the original design [52], thus the controller parameters have to be tuned to the 

controlled variable allowing the process to be kept at its desired operating condition. 

Hundreds of tools, methods and theories are available for this purpose. However, 

finding appropriate parameters for the PID controller is still a difficult task, so in 

practice control engineers still often use trial and error for tuning the parameters of this 

controller based processes according to the following highlighted functionalities of 

three parameters: 

    • The proportional term (P): is used to provide an overall control action proportional 

to the error signal. 

    • The integral term (I): is used to reduce steady-state errors through low-frequency 

compensation by an integrator. 

    • The derivative term (D): used generally to improve transient response through 

high-frequency compensation by a differentiator. 

          The individual effects of these three terms on the closed-loop performance are 

summarized in Table 3.1. 

 

Table 3.1 Effect of Changing Independently PID Parameters on System Response 

Closed  
Loop 
Response 

 Rise 
 Time  

Overshoot Settling  
Time 

Steady 
 State 
 Error 

Stability 

Increasing �� 
decrease Increase Small 

Increase 
Decrease Degrade 

Increasing �� Small 
Decrease 

Increase Increase Large 
Decrease 

Degrade 

Increasing �� 
Small 

Decrease 
decrease Decrease Minor 

Change 
Improve 
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This table serves, however, as a first guide for stable open loop plants only [29]. But 

for optimum performance, the three controller parameters are mutually dependent in 

tuning.  

          In this sight, we present in this work the Mini-Max as a simple and model free 

optimization approach to optimally tuning the parameters of PI speed controller and 

hence achieving improvement of DC drive system performance. Before giving the 

results showing the efficiency of this approach, it is worthwhile to present a state of 

the art and literature overview of a number of the available methods for PID control 

design and tuning with discussion of advantages, disadvantages and applicability of 

these methods. We should notice here that these tuning methods and techniques are 

generally used for PID controller; however, they are also used for the particular case of 

PI controller.  

3.5  Tuning Methods for PID Controller   

          Broadly speaking, PI and PID tuning methods can be classified into the 

following categories: trial and error feature based methods, analytical methods and 

optimization methods. Under these categories, a plenty of techniques and methods are 

reported in literature [53]. 

3.5.1 Plant Features Based Tuning Methods 

3.5.1.1  Zeigler and Nichols Tuning Methods 

          In 1942, J. G. Ziegler and N. B. Nichols, both of the Taylor Instrument 

Companies (Rochester, NY) published a paper [54] that described two methods for 

PID controller tuning based on simple characterization of process dynamics in the time 

and frequency domains. The idea was to perform a simple experiment, extract some 

features of process dynamics from the experiment and determine thereafter the 

performance settings or tuning parameters of the controller according to the empirical 

formulas developed for this purpose, where the objective of the design was to find a P, 

PI or PID controller which give the Quarter Amplitude Damping (QAD) ratio of the 

control systems in response to load disturbance [55]. Both methods assume that the 
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process can be represented by two parameters model, comprising a pure integrator and 

dead time described under the form of: 

                             *(�) = ��. 	D�.                                                                                 (3.6) 

          Ziegler and Nichols have recognized that a large variety of industrial processes 

can be approximated by the model (3.6) and if the system model cannot be physically 

derived, experiments are performed to extract the parameters for the approximate 

model (3.6). Effectively they performed two experiments which have led to their two 

famous tuning methods, respectively, named as step response and frequency response 

methods, which we will briefly describe in the following. 

a- Ziegler-Nichols Step Response Method 

          The first method is the open loop method, also known as the step response and 

process “reaction curve” method. It consists of measuring the open loop unit step 

response of the process, which is characterized by the parameters a and L describing, 

respectively, the intercept of the steepest tangent of the step response with the 

coordinate axis and the approximating system time delay. With these two measured 

parameters, Ziegler and Nichols have put the formulas shown in Table 3.2 that can be 

used to determine the controller settings. 

Table 3.2 Ziegler-Nichols Formulas for Step Response Tuning Method. 

 
 
 
 
 
 
 

b- Ziegler-Nichols frequency Response Method 

          This is the second experiment done by Ziegler and Nichols to formulate their 

frequency response method of PID controller tuning. This method, also known as 

closed loop tuning method [31], consists of performing the following steps: 

1. Place controller into P mode with low gain, no reset or derivative.  

Controller  
type 

�� 6� 6� 

  P 1 �⁄  - - 
PI 0.9 �⁄  32 - 
PID 1.2 �⁄  22 2 2⁄  
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2. Gradually increase the gain, and making small changes in the set point (or load), 

until oscillations start.  

3. Adjust the gain to make stable oscillations on the stability limit with constant 

amplitude. 

4. Note this gain (ultimate gain, ��) and period of oscillations (ultimate period, 6�) 

Having these two experimentally measured parameters, Ziegler and Nichols have 

deduced the formulas mentioned in Table 3.3 for obtaining P, PI and PID controller 

settings. 

Table 3.3 Ziegler-Nichols Formulas for Frequency Response Tuning Method. 
 
 
 
 
 
 
 
 
         Due to their simplicity to use and the very little information required about the 

process, these methods of Ziegler and Nichols had a huge impact when they were 

introduced in the 1940s, and they gave initial conditions for manual tuning. 

Consequently, they are still widely used and adopted by manufacturers of controllers 

for routine use.  

          Unfortunately, the application of Ziegler–Nichols tuning rules has found several 

severe drawbacks. Mainly, the system needs to be brought to its limit of stability, 

which may affect, under some disturbance, the system operation. This is apparent 

especially in the case when the process is an electromechanical system. In addition to 

the applicability restriction for the industrial processes, the obtained control system 

using these methods suffers the lack of robustness [45], [56].  

3.5.1.2  Cohen-Coon Tuning Method 

          In 1953, G.H. Cohen and G.A. Coon proposed an experimental tuning method 

for PID controller. The method is based on the First Order Plus Dead Time (FOPDT) 

process model comprising the parameters process static gain k, process time constant T 

Controller  
type 

�� 6� 6� 

P 0.5�� - - 
PI 0.4�� 0.86� - 
PID 0.6�� 0.56� 1.26� 
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and the dead time L, the whole are represented in the following transfer function 

modelling the engineering process [57]: 

                             *(�) = µEX�w 	D�.                                                                        (3.7) 

          The Cohen-Coon method is similar to the Ziegler-Nichols reaction curve method 

to determine the three parameters of FOPDT model and achieving the design 

specification for quarter decay amplitude (QAD) ratio in response to set point (or load 

disturbance) change. 

The experiment has led to the controller parameters settings shown in the Table 3.4. 

 

Table 3.4 Cohen-Coon Controller Tuning Parameters 

Controller 
type 

�� 6� 6� 

P 
1� 62 r1 + 236t - - 

PI 
1� 62 r0.9 + 2126t 2[306 + 32]96 + 202  - 

PD 
1� 62 r1.25 + 266t - 

2[66 − 22]226 + 32  

PID 
1� 62 r43 + 246t 2[326 + 62]136 + 82  

462116 + 22 

 

 

This method, besides its restriction to only FOPDT process model, the obtained tuning 

parameters are more complex, involving more arithmetic operations. 

3.5.1.3 Relay Feedback Tuning Method 

          In an attempt of improving Ziegler-Nichols frequency response tuning method 

and overcoming some of its drawbacks, Karl Johan Astrom and Tore Hagglund 

proposed, in 1984, their novel relay feedback technique of PID controller tuning [58]. 

The method is described by the block diagram of Fig.3.3. 
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Figure 3.3 Block Diagram of Relay Feedback Tuning Method, in Tuning Mode the 

Process is connected to Relay Feedback [22]. 

 

          For many years, Ziegler-Nichols tuning techniques were strictly manual 

operations executed whenever a new control loop was commissioned. An engineer 

would run a Ziegler- Nichols test, record the control effort and resulting process 

variable on a strip chart, divine the behaviour of the process from trend line shapes, 

tune the loop to match the process, and then start production with the new loop in 

automatic mode.  

It was tedious and repetitive work to commission every loop this way, and results 

weren’t always satisfactory. Several iterations were often necessary to generate tuning 

parameters that produce acceptable closed-loop performance.  

          With relay feedback tuning method, the whole of this manual procedure is 

automated. This is done by connecting the process in a feedback loop with a nonlinear 

element having a relay function as shown in Fig.3.3 [45]. When it is desired to tune the 

system, the PID function is disconnected and the system is connected to relay control. 

The system then starts to oscillate. The period and the amplitude of the oscillation are 

determined when steady-state oscillation is obtained. This gives the ultimate period 

and the ultimate gain. The parameters of a PID controller can then be determined from 

these values. The PID controller is then automatically switched in again, and the 

control is executed with the new PID parameters. 

          In spite of the enhancements achieved to render the method more performing 

auto-tuner, critics have claimed its lack of robustness against load disturbance, 

measurement noise and model uncertainties [58]-[60].  

          We can notice that many of the methods presented in this section are based on 

the work done by Ziegler and Nichols, and use very simple process models to derive 

R(s) U(s) Y(s) E(s) 
1 

Out1
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In1 Out1
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tuning rules. The advantage is that the methods are very easy to use, and do, in 

general, not require extensive knowledge of the process. However, this leads also to 

unknown stability robustness and no good control over the resulting performance, 

where the applicability of these methods is generally limited only to the worked out 

process industry. 

3.5.2  Analytical Tuning Methods 

           There are several analytical tuning methods where the controller parameters and 

thus its transfer function are obtained from the specifications by a direct calculation. If *�(�) and *!(�) are, respectively, the transfer functions of the process and controller, 

the corresponding closed loop transfer function for a unity feedback control system is 

given as follows: 

               *!+(�) = ¶·(�)¶}(�)EX¶·(�)¶}(�)                                                                     (3.8)                        

Solving this equation for the controller transfer function, we obtain:        

                 *!(�) = E¶}(�) ¶·¸(�)ED¶·¸(�)                                                                    (3.9) 

Based on the knowledge of process and closed loop transfer functions, the PID 

controller parameters can be determined. In the following we will discuss the different 

methods proposed for this purpose. 

3.5.2.1   Pole Placement Tuning Method 

          The pole placement tuning method simply attempts to find a controller that gives 

desired closed-loop Poles [61], [62]. It is based on the knowledge of process transfer 

function. 

          By choosing arbitrarily the closed loop poles of the system, the parameters of 

the PID controller can be determined by solving the closed loop characteristic equation 

of unknown controller parameters, defined generally as: 

                  1 + *!(�)*�(�) = 0                                                                   (3.10) 

         The pole placement tuning method, as it is obvious from the equation, requires 

the equality of the controller parameters to be obtained to the number of closed loop 
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desired poles. Which means that a second-order closed loop system of two poles can 

be specified to determine the two parameters of PI controller. The calculations 

involved, however, in finding the controller parameters are more complicated, 

especially for the case of high order and complex process models, which implies an 

increased order of the controllers. Therefore, to obtain PID controllers it is necessary 

to restrict the models to first- or second-order systems, otherwise, model 

approximation techniques should be applied for those complex processes of order 

higher than three and which are controlled using PID controller [63].  

3.5.2.2  Dominant Pole Placement Tuning Method 

          The difficulty with the direct pole placement tuning method presented 

previously is that further to the more computation involved in controller parameters 

settings calculation, it leads to complex controller design for complex and high order 

process model. An improvement version of this method is the dominant pole 

placement tuning method proposed by Astrom and Hagglund [62] and which is based 

on placing just a few poles of the closed loop, which are considered dominant for the 

closed loop response. Astrom and Hagglund noted that the behavior of many closed 

loop systems is determined by two dominant poles and they configured this in the s-

plane as it is illustrated in Fig.3.4. 

 

 

 

 

 

 

 
 

 

Figure 3.4 Pole-Zero Configuration of a Simple Feedback System used by 

Dominant Pole Tuning Method 

 

Where ‘P1’ and ‘P2’ are considered as dominant poles. 
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If this configuration applies to the controlled system, it is possible to place the 

dominant poles at desired locations and the parameters of the controller are calculated, 

such that the dominant poles are located at desired pole locations, specified by their 

frequency ω0 and relative damping C as: 

                   �1 = −C + ¹>�¤1 − C� = −º + ¹>                                         (3.11) 

                   �2 = −C − ¹>�¤1 − C� = −º − ¹>                                          (3.12) 

For PID controller, three closed loop poles can be positioned, so a third pole is chosen 

at ( −;�>�), according to [62]. 

           This method is applicable to higher-order processes, with ω0 and C as the design 

parameters and provided that the process pole-zero configuration resembles to that of 

Fig.3.4, which is a disadvantage aspect of the method, because if the process has a 

pole far away in the left half plane can be moved towards the right and become a 

dominating pole, this will lead to an unexpected response. Although, this can be 

prevented by choosing the desired frequency ω0 not too high, the application of the 

method remains restricted for processes that fall in the class of test processes 

representing time delay, high order and non-minimum phase behavior [41]. 

3.5.2.3 Internal Model Control (IMC) Tuning Method  

          The internal model principle, first proposed by Danlel E. Revera et al. in 1986 

[64], is a general method for designing control systems that can be applied to PID 

control. To briefly explain its use in controller parameters tuning, we consider the 

block diagram of Fig.3.5. 

          In the block diagram, it is assumed that all disturbances acting on the process are 

reduced to an equivalent disturbance D(s) at the process output and the dynamics of 

the process are described by first order plus dead time (FOPDT) model [22], defined 

previously by the equation (3.7) and restated here for convenience as: 

                  *�(�) = µEX�w 	D�.                                                                     (3.13) 
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Figure3.5 Internal Model Control Structure Block Diagram for PID Tuning 
 

 
As it is noticeable, internal model control is model based controller design and tuning 

method. It makes use of process model to infer analytically the tuning parameters of 

the controller, whose transfer function contains explicitly the suggested process model *?(�) and is expressed as [64]-[66]: 

                   *!(�) = »(�)¼(�)ED»(�)¼(�)¶R(�)                                                               (3.14) 

          The IMC principle requires, after identifying the FOPDT process, the 

determination the transfer function ½(�) to optimize the system’s response to the 

reference signal of interest, with the sole constraint that this function be asymptotically 

stable [67]. It is found that the best policy to choose ½(�) is the approximate inverse of 

the minimum phase part of process model transfer function *?(�), which is given as: 

                   ½(�) = EX�wµ                                                                                 (3.15) 

          In order to ensure the robustness, the IMC filter ¾(�) is introduced, where the 

structure and the parameters of the filter are chosen to achieve a balance between 

robust stability and performance. For simplicity, it is chosen to be of first order with 

unity gain as it is described by the following equation: 

                         ¾(�) = EEX¿�                                                                                (3.16) 
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Where À is the sole unknown design parameter. 

          The IMC approach can be applied in a very straightforward manner to PI/PID 

tuning. It has been firstly employed by Skogestad in [68] to derive rules for model 

reduction and PI/PID controller tuning called Skogestad’s IMC (SIMC in short) tuning 

rules. These are analytically derived and proved their simplicity and effectiveness for 

wide range of processes. The relevant feature is that, because SIMC rules are intended 

for PI/PID controllers, a first- or second order process model of the process must be 

obtained. Hence, the method is based on a simple procedure to obtain an approximate 

first or second order model of the process. Once these reduced-order models are 

obtained, the PI/PID controller gains are computed to adjust the closed-loop response 

to a first- or second-order model reference response [22, 69]. 

          Overall, the use of more sophisticated model-based analytical tuning methods 

allows a better definition of desired closed-loop behavior and robustness with a main 

disadvantage consists of the fact that an accurate model of the process has to be 

obtained and defined, which is time-demanding and often difficult. 

3.5.3  Optimization Based Tuning Methods 

3.5.3.1 Iterative Feedback Tuning (IFT) Method 

          The Iterative Feedback Tuning (IFT) method is a model-free technique for the 

optimization of the controller parameters of fixed structure using only signal 

information on the closed-loop system. 

The method was initially derived by Hjalmarsson, Gunnarsson, and Gevers [70] and 

has quickly proved its efficiency in both laboratory and industrial applications [71]. 

To explain the principle of the method, we first consider the feedback control system 

represented by the block diagram of Fig.3.6. 

          Using this method, the unknown system to be controlled is described by input-

output relationship as: 

               %� = *�	 � + 	�                                                                         (3.17) 
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With *� being the transfer function of the linear time invariant system to be controlled, 

%�,  � are respectively, the system’s output and the control signal. 	� represents the 

unmeasured disturbance. 

 

 

 

 

 
 

 
 
 

Figure 3.6 Block Diagram Illustrating IFT Method for PID Tuning 
 
 

It follows from the feedback control system block diagram that the controller to be 

used is described by: 

                � = ��(A)�� − �Á(A)%�                                                            (3.18) 

Where ��(A) and �Á(A) are linear invariant transfer functions parametrized by some 

parameter vector A and which can have a common parameters, �� is the external 

reference signal independent of the signal 	�. 
          For a controller of some fixed structure and parametrized by the vector A, the 

iterative feedback tuning (IFT) method consists of iteratively obtaining the setting 

vector A that minimizes the following cost function:  

              �(A) = E�Â )Ã∑ (2Á%�� (A))� + À∑ (2� �(A))�Â�ÄEÂ�ÄE Å                         (3.19) 

Where %�� (A) denotes the error signal between the reference signal and the measured 

output. 

          The right hand side first term in (3.19) is weighted by a filter Ly and is known as 

the frequency error between the desired response and the achieved response. The 

second term in this side is the penalty on the control effort which is frequency 

��  *�  

�Á  

- 

+ + + 

	�  

%�  
��   �  
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weighted by a filter Lu. The filters Ly, and Lu, can of course be set to 1, but they give 

added flexibility to the design. 

          The objective of the criterion (3.19) is to tune the system response to a desired 

deterministic response of finite length N in a mean square sense [72], and the 

minimum solution to the cost function is obtained by evaluating the gradient  
FSFÆ, 

which, at the same time, represents the important ingredient of the design criterion. 

Using the IFT method, this gradient is estimated using data from multiple experiments 

during iterations and the controller parameters found give the optimal solution to the 

performance criterion [73]. 

          In comparison with the available methods for PID controllers tuning, IFT 

requires typically more data and experiments. However, it offers several advantages: 

the achieved responses are typically faster than those obtained with other model-free 

methods (features based tuning methods). Moreover, the control objective is clearly 

expressed, thereby giving the control engineer a confidence for the tuning of critical 

loops that he cannot have with some commercially available loop tuners that behave 

more like "dark grey box" systems. A more theory, applications and advantages of the 

method applied to controller tuning of mechanical systems and chemical plants are 

covered in [74].   

3.5.3.2 Integral Based Minimum Criteria Tuning Methods 

          These are methods based on integrating the tracking error of feedback control 

system to tune and synchronize the controller parameters following the disturbance or 

set point change. The principle involves searching for the minimum of the cost 

function �(A) over the controller parameter vector A, which can be stated in the 

general form as [31]: 

                         �(A) = y �ÇÈ[(�)]	�∞�                                                               (3.20) 

Where (�) represents the tracking error signal. 

          There are several criteria that can be derived from the general form (3.20), this is 

usually depending on the particular choice of the function È and the exponent �. 

Particularly we can have the following criteria: 
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• Integral of Error (IE): obtained by setting È[(�)] = (�), � = 0;                                                                       

• Integral of Absolute Error (IAE): obtained by setting È[(�)] = |(�)|, � = 0;                                                
• Integral of Time multiplied by Absolute Error (ITAE):  obtained by setting È[(�)] = |(�)|, � = 1;                  
• Integral of Squared Error (ISE): obtained by setting È[(�)] = �(�), � = 0;                                                 
• Integral of Time multiplied by Square of Error (ITSE): obtained by setting È[(�)] = �(�), � = 1;                                       

• Integral of Time squared multiplied by Square of Error (IT2SE): obtained by 

setting È[(�)] = �(�), � = 2.                 
          Of these, the IE or IAE, ITAE and ISE are the most common used criteria in 

designing and tuning the PID controller [75, 76], where the optimum parameters are 

found by minimizing the penalty function �; implying that its partial derivatives with 

respect to the controller parameters are equal to zero. Traditionally, this is done by 

numerically solving the following three equations: 

                   
FSFo} = 0                                                                                      (3.21)                             

                   
FSFoË = 0                                                                                       (3.22) 

                  
FSFo| = 0                                                                                      (3.23) 

To solve this criterion based minimization control problems, many methods, in fact, 

are found in literature. K. J. Astrom, H. Panagopoulos  and T. Hagglund, in [77, 78], 

have presented their optimization approach to minimize the integrated error signal 

under the constraint that the maximum sensitivity should not exceed a certain desired 

value, guaranteeing the desired robustness and giving good load disturbance response.     

          The Linear Quadratic Regulator (LQR) algorithm is, on the other hand, used by 

Argelaguet [79] to minimize the ISE criterion to obtain the PID controller parameters 

used with FOPDT process model type. In [80], a method named the Extremum 
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Seeking Optimization is used to obtain the optimal settings of PID controller through 

minimization of ISE based cost function.   

          Recently, under the availability of different software packages, PID based 

control system models can be simulated and the controller parameters are tuned using 

any one of the previous integral based minimization criteria, which are unique for set 

point or load disturbances. Therefore, when a disturbance is applied to a process, the 

control loop responds and attempts to compensate for that disturbance. Until the 

system is brought back under control, there exists an error at any instant of time 

between the control point and the set point. The integrating criterion method attempts 

to minimize the sum of errors over any specified period of time. Resulting is controller 

tuning parameters of set point change, which are different of that of load disturbance 

change [31]. 

          Up to now, the aim was to emphasize and overview PI and PID tuning methods 

found in literature. But only a selection is discussed, since it is impossible to include 

them all. However, these are the most popular methods and many others are also 

available in literature, all of them have been used to achieve improvement of operating 

performance of a given PI or PID based industrial process via an appropriate selection 

of the controller parameters. For instance, by referring to [81]-[86], it is used the 

Fuzzy Logic Control (FLC) method to optimally tune the parameters of PID controller. 

In [87], Lee has used a method based on gain and phase margins specifications to tune 

the PID controller parameters for stable and unstable processes. This method has been 

also used in [88]-[93]. The Genetic Algorithm (GA), Particle Swarm Optimization 

(PSO) and the hybrid fuzzy neural network methods were also reported as 

optimization techniques for controller parameters determination for different 

applications [94]-[97].   

          On the other hand, the classification of the tuning methods discussed in the 

previous sections of this chapter does not set an artificial boundary because some 

methods applied in practice may belong to more than one category. Overall, an 

excellent summary on the methods of PID parameters tuning can be found by referring 

to [22], [98], [99] and [100].  



56 
 

          In our work, we propose the Mini-Max as a novel and alternative optimization 

approach to optimally tune the parameters of PI speed controller based DC motor drive 

system. The main aim is to enhance the performance properties of the 

electromechanical speed response and, consequently, an amelioration of product 

quality of paper and steel rolling mills, as a vital industrial sector, can be achieved 

without any additional equipment. 

3.6 Tuning PI Parameters using Mini-Max Optimization Approach 

          The Mini-Max approach takes its meaning from the nonlinear multi-objective 

Mini-Max optimization problem, which, in general, can be formulated by letting Ì be 

the set of all solutions to the problem and Í be the set of all possible available 

scenarios. If the objective function ¾(#, �) is the performance of a solution # ∈ Ì in 

scenario � ∈ Í, then the Mini-Max optimization problem is the task of finding the 

optimal solution that has the best performance and which is the same as minimizing 

(over all the solution set) the maximum performance (over all the scenarios). 

Mathematically, this is expressed as [101]:                        

                            3��G∈Ï 	3�#�∈Ð	 ¾(#, �)                                                            (3.24) 

This type of optimization problem is originally formulated by game theorists [102] and 

is encountered in numerous fields including engineering design, optimal control and 

many game theory applications. 

          In our case, the Mini-Max optimization problem consists of determining (over a 

set of solutions) the parameters of the PI speed controller that minimize (over a given 

time interval) the maximum value of speed tracking error, defined as the difference 

between the estimated system output and set point desired response. With analogy to 

(3.24) and according to [103] and [104], we formulate the problem as: 

                            3��o 	3�#�∈[�¡,�M] 	Ñ(�, �)Ò                                                      (3.25) 
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In other words, we seek to minimize with respect to PI speed controller parameter 

vector � = [��, ��] the maximum tracking error (�) from an initial instant �� to a 

given final time instant �� as it is depicted in Fig.3.7 [105]. 

 

Figure 3.7 Variation of Tracking Error Function with respect to PI Parameter 

Vector and Time 

          To solve this problem, we propose the Mini-Max approach, where we have used 

the “fminimax” MATLAB function from optimization toolbox [106]. To generate the 

optimal solution, this function uses the Sequential Quadratic Programming algorithm 

to, iteratively, run the SIMULINK model, evaluate the cost function and modify the 

line search as well as the Hessian cost function.  

3.6.1 Simulation Results of Dynamic Performance Improvement 

          In this section, we present the results on the improvements in dynamic and 

steady state performances of the control system due to the optimal selection of PI 

speed controller parameters using the Mini-Max approach, defined earlier. In order to 

show the superiority of the proposed approach, the results are compared with those 

obtained using the commonly used integral based performance minimization criteria, 

namely: IAE, ISE and ITAE, where the optimal parameters of speed controller 

generated by these criteria are obtained, respectively, as follows:  

For        I.A.E.,         we solve:            ���o[y |(�, �)|	��M� ]                          (3.26) 
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For        I.S.E.,          we solve:            ���o[y �(�, �)	��M� ]                           (3.27) 

For        I.T.A.E. ,      we solve:            mino[y �. |(�, �)|	��M� ]                       (3.28) 

where (�) and � = [��, ��] are the error signal and the parameter vector of the PI 

speed controller to be tuned. 

          Of course, this study will cover independently all the available drive models 

previously defined in chapter 2. In other words, we will apply the Mini-Max approach 

to tune the parameters of PI speed controller of models having single controller, but 

those models where this controller is doubled, the optimization tuning will concern 

only the first PI.   

          In order to mention the effect of viscous friction coefficient on the optimized 

response, the simulation results showing the speed and tracking error step responses of 

each drive model are given by taking into account the effect of this parameter. 

3.6.1.1  System Model with 1PI Speed Controller and State Observer of Order 2 

a) Case of � = � 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.8 Responses as Optimized with Mini-Max, I.A.E., I.S.E., I.T.A.E. and 

Compared to not Optimized Response for the Model with 1PI Speed Controller, State 

Observer of order 2 and � = �; a) Output Speed, b) Tracking Speed Error. 
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b) Case of � > 0 

 
 

 

 

 

 

 

 

 

 

 

Figure 3.9 Responses as Optimized with Mini-Max, I.A.E., I.S.E., I.T.A.E. and 

Compared to not Optimized Response for the Model with 1PI Speed Controller, State 

Observer of order 2 and � > 0; a) Output Speed, b) Tracking Speed Error. 

 

c) Case of  � < 0 

 

 

 

 

 

 

 

 

 

 

Figure 3.10 Responses as Optimized with Mini-Max, I.A.E., I.S.E., I.T.A.E. and 

Compared to not Optimized Response for the Model with 1PI Speed Controller, State 

Observer of order 2 and � < 0; a) Output Speed, b) Tracking Speed Error. 
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d) Comparison plots for Responses Optimized with Mini-Max only 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.11 Responses Showing the Effect of � when Optimized with Mini-Max for 

the Model with 1PI Speed Controller and State Observer of order 2; a) Output Speed, 

b) Tracking Speed Error. 

 
          Numerically, we summarize the above graphical results for this model in the 
following tables according to the values of viscous friction coefficient. 
 
Table 3.5 Numerical Results of Dynamic Performance Improvement as Optimized 

with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared to not Optimized Response for 

the Model with 1PI Speed Controller, State Observer of order 2 and � = �. 

Characteristics Not 
Optimized 

IAE ISE ITAE Mini-Max 

% peak Overshoot 53,06 53,60 56,03 51,62 40,30 

Settling time [s] 0,094 0,0987 0,0931 0,0974 0,0906 

Rise time [s] 0,022 0,0185 0,0171 0,0198 0,0213 

Improvement in Mp [%] - - - 2.71 24.05 
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Table 3.6 Numerical Results of Dynamic Performance Improvement as Optimized 

with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared to not Optimized Response for 

the Model with 1PI Speed Controller, State Observer of order 2 and � > 0. 

Characteristics Not 
Optimized 

IAE ISE ITAE Mini-Max 

% peak Overshoot 43,18 45,26 48,56 43,67 33,43 

Settling time [s] 0,0958 0,0953 0,0904 0,0931 0,0899 

Rise time [s] 0,01471 0,01198 0,01108 0,013 0,0147 

Improvement in Mp [%] - - - - 22.56 

  

 

Table 3.7 Numerical Results of Dynamic Performance Improvement as Optimized 

with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared to not Optimized Response for 

the Model with 1PI Speed Controller, State Observer of order 2 and � < 0. 

Characteristics Not 
Optimized 

IAE ISE ITAE Mini-Max 

% peak Overshoot 63,50 61,99 63,58 58,63 50,50 

Settling time [s] 0,1101 0,102 0,132 0,1008 0,0954 

Rise time [s] 0,01366 0,0114 0,01055 0,01208 0,01322 

Improvement in Mp [%] - 2.38 - 7.67 20.45 

 

 

Table 3.8 Numerical Results of Peak Overshoot Improvement as achieved with Mini-

Max Optimization and affected by the Viscous Friction Coefficient for the Model with 

1PI Speed Controller and State Observer of order 2. 

Viscous coefficient � � = � � > 0 � < 0 ∆.		Peak Overshoot  240 - 220 224.5 – 209.22 256.37 - 236 
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3.6.1.2 System Model with 2PI Speed Controller and State Observer of Order 2 

a) Case of � = � 

 

 

 

 

 

 

 

 

 

 

Figure 3.12 Responses as Optimized with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared 

to not Optimized Response for the Model with 2PI Speed Controller, State Observer of order 

2 and � = �; a) Output Speed, b) Tracking Speed Error. 

 

b) Case of � > 0 

 

 

 

 

 

 

 

 

 

 

Figure 3.13 Responses as Optimized with Mini-Max, I.A.E., I.S.E., I.T.A.E. and 

Compared to not Optimized Response for the Model with 2PI Speed Controller, State 

Observer of order 2 and � > 0; a) Output Speed, b) Tracking Speed Error. 
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c) Case of � < 0 

 

 

 

 

 

 

 

 

 

 

Figure 3.14 Responses as Optimized with Mini-Max, I.A.E., I.S.E., I.T.A.E. and 

Compared to not Optimized Response for the Model with 2PI Speed Controller, State 

Observer of order 2 and � < 0; a) Output Speed, b) Tracking Speed Error. 

 

d) Comparison plots for Responses Optimized with Mini-Max only 

 

 

 

 

 

 

 

 

 

 

Figure 3.15 Responses showing the effect of � when Optimized with Mini-Max for 

the Model with 2PI Speed Controller and State Observer of order 2; a) Output Speed, 

b) Tracking Speed Error. 
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Table 3.9 Numerical Results of Dynamic Performance Improvement as Optimized 

with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared to not Optimized Response for 

the Model with 2PI Speed Controller, State Observer of order 2 and � = �. 

Characteristics Not 
Optimized 

IAE ISE ITAE Mini-Max 

% peak Overshoot 75.84 72.93 72.51 70.78 64,16 

Settling time [s] 0,1394 0,1019 0,097 0,1031 0,0656 

Rise time [s] 0,01313 0,0109 0,0103 0,0111 0,01253 

Improvement in Mp [%] - 3.84 4.39 6.67 15.40 

 

 

Table 3.10 Numerical Results of Dynamic Performance Improvement as Optimized 

with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared to not Optimized Response for 

the Model with 2PI Speed Controller, State Observer of order 2 and � > 0. 

Characteristics Not 
Optimized 

IAE ISE ITAE Mini-Max 

% peak Overshoot 65,82 64,52 65,18 63,71 54,34 
Settling time [s] 0,0706 0,0999 0,095 0,1 0,067 

Rise time [s] 0,01358 0,0113 0,0105 0,0116 0,0131 

Improvement in Mp [%] - 1.97 0.97 3.20 17.44 

 

 

Table 3.11 numerical results of dynamic performance improvement as Optimized with 

Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared to not Optimized Response for the 

Model with 2PI Speed Controller, State Observer of order 2 and � < 0. 

Characteristics Not 
Optimized 

IAE ISE ITAE Mini-Max 

% peak Overshoot 87.95 81.95 80.64 81,27 75,94 

Settling time [s] 0,1565 0,1038 0,0985 0,1062 0,0631 

Rise time [s] 0,01276 0,01062 0,01003 0,011 0,0122 

Improvement in Mp [%] - 6.62 7.67 7.59 13.65 
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Table 3.12 Numerical Results of Peak Overshoot Improvement as achieved with Mini-

Max optimization and affected by the Viscous Friction Coefficient for the Model with 

2PI Speed Controller and State Observer of order 2. 

Viscous coefficient � � = � � > 0 � < 0 

∆.		Peak Overshoot 275.72 – 257.40 260 - 242 294.63 - 275.80 

 

3.6.1.3 System Model with 1PI Speed Controller and State Observer of Order 5 

a) Case of � = � 

 

 

 

 

 

 

 

Figure 3.16 Responses as Optimized with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared 

to not Optimized Response for the Model with 1PI Speed Controller, State Observer of order 

5 and � = �; a) Output Speed, b) Tracking Speed Error. 

b) Case of � > 0 

 

 

 

 

 

 

 

Figure 3.17 Responses as Optimized with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared 

to not Optimized Response for the Model with 1PI Speed Controller, State Observer of order 

5 and � > 0; a) Output Speed, b) Tracking Speed Error. 
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c) Case of � < 0 

 

 

 

 

 

 

 

 

 

 

Figure 3.18 Responses as Optimized with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared 

to not Optimized Response for the Model with 1PI Speed Controller, State Observer of order 

5 and � < 0; a) Output Speed, b) Tracking Speed Error. 

 

d) Comparison plots for Responses Optimized with Mini-Max only  

 

 

 

 

 

 

 

 

 

 

 

Figure 3.19 Responses showing the effect of � when Optimized with Mini-Max for the 

Model with 1PI Speed Controller and State Observer of order 5; a) Output Speed, b) Speed 

Tracking Error. 
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Table 3.13 Numerical Results of Dynamic Performance Improvement as Optimized 

with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared to not Optimized Response for 

the Model with 1PI Speed Controller, State Observer of order 5 and � = �. 

Characteristics Not 
Optimized 

IAE ISE ITAE Mini-Max 

% peak Overshoot 53,06 53,17 55,93 51,47 42,86 

Settling time [s] 0,073 0,0985 0,0921 0,094 0,0931 

Rise time [s] 0,01415 0,0116 0,0106 0,01255 0,01372 

Improvement in Mp [%] - - - 2.99 19.22 

 

 

Table 3.14 Numerical Results of Dynamic Performance Improvement as Optimized 

with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared to not Optimized Response for 

the Model with 1PI Speed Controller, State Observer of order 5 and � > 0. 

Characteristics Not 
Optimized 

IAE ISE ITAE Mini-Max 

% peak Overshoot 43,36 45,41 49,04 43,35 36,64 

Settling time [s] 0,0725 0,095 0,0893 0,0912 0,0667 

Rise time [s] 0,01462 0,0119 0,01082 0,0128 0,01412 

Improvement in Mp [%] - - - - 15.52 

 

 

Table 3.15 Numerical Results of Dynamic Performance Improvement as Optimized 

with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared to not Optimized Response for 

the Model with 1PI Speed Controller, State Observer of order 5 and � < 0. 

Characteristics Not 
Optimized 

IAE ISE ITAE Mini-Max 

% peak Overshoot 63,58 61,17 64,12 61,15 52,59 

Settling time [s] 0,1089 0,1016 0,0132 0,1015 0,0965 

Rise time [s] 0,01367 0,01121 0,01035 0,01206 0,01312 

Improvement in Mp [%] - 3.79 - 3.82 17.28 
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Table 3.16 Numerical Results of Peak Overshoot Improvement as achieved with Mini-

Max optimization and affected by the viscous friction coefficient for the Model with 

1PI Speed Controller and State Observer of order 5. 

Viscous coefficient � � = � � > 0 � < 0 

∆.		Peak Overshoot 240 - 224 224.80 – 214.25 256.50 – 239.26 

 

3.6.1.4 System Model with 2PI Speed Controller and State Observer of Order 6 

a) Case of � = � 

 

 

 

 

 

 

 

Figure 3.20 Responses as Optimized with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared 

to not Optimized Response for the Model with 2PI Speed Controller, State Observer of order 

6 and � = �; a) Output Speed, b) Tracking Speed Error. 

 

b) Case of � > 0 

 

 

 

 

 

 

 

Figure 3.21 Responses as Optimized with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared 

to not Optimized Response for the Model with 2PI Speed Controller, State Observer of order 

6 and � > 0; a) Output Speed, b) Tracking Speed Error. 
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c) Case of � < 0 

 

 

 

 

 

 

 

 

 

 

Figure 3.22 Responses as Optimized with Mini-Max, I.A.E., I.S.E., I.T.A.E. and 

Compared to not Optimized Response for the Model with 1PI Speed Controller, State 

Observer of order 5 and � < 0; a) Output Speed, b) Tracking Speed Error. 

 

d) Comparison Plots for Responses Optimized with Mini-Max only 

 

 

 

 

 

 

 

 

 

 

Figure 3.23 Responses showing the effect of � when Optimized with Mini-Max for 

the Model with 1PI Speed Controller and State Observer of order 5; a) Output Speed, 

b) Speed Tracking Error. 
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Table 3.17 Numerical Results of Dynamic Performance Improvement as Optimized 

with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared to not Optimized Response for 

the Model with 2PI Speed Controller, State Observer of order 6 and � = �. 

Characteristics Not 
Optimized 

IAE ISE ITAE Mini-Max 

% peak Overshoot 76.90 74.12 75.68 73.77 64.20 

Settling time [s] 0.1974 0.1353 0.1733 0.1396 0.1516 

Rise time [s] 0.0209 0.0176 0.0167 0.018 0.0199 

Improvement in Mp [%] - 3.61 1.58 4.07 16.52 

 

 

Table 3.18 Numerical Results of Dynamic Performance Improvement as Optimized 

with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared to not Optimized Response for 

the Model with 2PI Speed Controller, State Observer of order 6 and � > 0. 

Characteristics Not 
Optimized 

IAE ISE ITAE Mini-Max 

% peak Overshoot 66.66 65.11 67.52 64.82 55.07 

Settling time [s] 0.1430 0.1055 0.1425 0.1078 0.1001 

Rise time [s] 0.0213 0.0181 0.0169 0.0185 0.0204 

Improvement in Mp [%] - 2.32 - 2.76 17.38 

 

 

Table 3.19 Numerical Results of Dynamic Performance Improvement as Optimized 

with Mini-Max, I.A.E., I.S.E., I.T.A.E. and Compared to not Optimized Response for 

the Model with 2PI Speed Controller, State Observer of order 6 and � < 0. 

Characteristics Not 
Optimized 

IAE ISE ITAE Mini-Max 

% peak Overshoot [%] 88.47 83.51 84.68 83.47 74.28 

Settling time [s] 0.211 0.1901 0.1802 0.1894 0.171 

Rise time [s] 0.0205 0.0173 0.0164 0.0177 0.0194 

Improvement in Mp [%] - 5.60 4.28 5.65 16.04 
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Table 3.20 Numerical Results of Peak Overshoot Improvement as achieved with Mini-

Max optimization and affected by the viscous friction coefficient for the Model with 

2PI Speed Controller and State Observer of order 6. 

Viscous coefficient � � = � � > 0 � < 0 

∆.		Peak Overshoot 277.2 – 257.3 261.16 - 243 295.33 – 273.10 

 

3.7 Results Interpretation and Discussion 

           These simulation results indicate that both Mini-Max approach and the integral-

based minimization methods have led to a moderate improvement in settling and rise 

time of the system response for all the studied models. However, the Mini-Max 

optimization approach has given a significant improvement in percent overshoot when 

compared with the small percentage of improvement achieved using the other methods 

for some models. The results have, also, mentioned that the application of integral 

based minimization criteria on some models has led to no reduction of percent 

overshoot performance index, which is the case of the models that employ 1PI speed 

controller and, respectively, state observers of order 2 and 5. Regarding these 

minimization criteria, the interpretation of both graphical and numerical results 

indicates the bad responses in terms of peak overshoot are those given when ISE 

optimization criterion is used. 

          For the effect of viscous friction coefficient on the dynamic performance 

improvement and amelioration, the simulation results are very closer whether this 

coefficient is taken into account or neglecting its incorporation in the drive model 

structure. This means that its effect on the dynamic performance of system response is 

not significant.  

          By referring to the explanation given at the beginning of this chapter, which 

concerns the relationship between the peak overshoot and stability margins of the 

system, we can say, based on the obtained results, that the use of Mini-Max approach 

has allowed us to achieve an important amelioration in system stability margin without 

losing the speed and accuracy performance of the control system. 
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3.8 Conclusion  

          In this chapter, we have presented the results of an optimization study that we 

have performed to perfecting the control performance of cascade PI speed controller 

and state observer-based DC drive system models, which are elaborated for 

implementation particularly in paper and steel rolling mill industries. The results 

concern the application of Mini-Max optimization approach to optimally selecting the 

parameters of PI speed controller for which improvements in dynamic and stability 

performance are achieved. The simulation results have shown that an improvement in 

transient response characteristics (e.g., rise time, settling time and % overshoot) is 

evident, especially with a significant improvement in percent overshoot and a minor 

effect of viscous friction coefficient.  

             These results are compared to those obtained with IAE, ISE and ITAE 

integral-based minimization methods. This comparison has shown the superiority of 

the Mini-Max approach over the other methods in giving an important amelioration in 

system stability margin without losing the speed and accuracy performance of the 

control system’s steady-state response. 
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Chapter 4 
 
 
 

Improving Accuracy Performance and Order of 

Astatism of DC Drive using Feed-Forward 

Compensation  
 
 
 
 
4.1 Introduction 

          Feedback control systems are built to modify the behavior of a process so it 

behaves in a specific desirable way over time. In other words, the primary objective of 

feedback system is to make the system’s output trajectories follow the imposed input 

trajectories. The DC drive systems, widely used in paper and steel rolling mill 

industries, are considered as high performance motion control systems which are 

characterized by their good dynamic and steady state input reference tracking and load 

disturbance rejection requirements [107]. The PI controller is particularly extensively 

used to build the feedback system where the drive motor speed should be precisely 

controlled to give the desired performance. This is found highly effective if both set 

point and load disturbance changes are small. However, in event of substantial speed 

and /or torque variation, as the case of rolling mill plants, these conventional systems 

become unable alone to track accurately these variations and preventing, therefore, the 

deviation from the desired performance. Since the quality of product in these plants is 

closely related to the steady state accuracy performance, the improvement of these 

performances in presence of external variations and change is crucial.  

          In this chapter, we intend to study and investigate the steady state performance 

of those systems in response to input reference and load torque changes, where an 
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appropriate feed-forward compensating transfer function is applied to enhance their 

order of astatism without inserting additional integrators in the forward path of the 

closed loop system and therefore achieving improvement of the corresponding 

tracking error accuracy performance. 

4.2 Preliminaries 

          Before we start discussing the accuracy performance analysis and improvement 

of the system at hand, which is the core idea of this chapter, we find it necessary to 

know, first, the basic signals used to carry out this study. 

4.2.1 Typical Standard Signals for Accuracy Analysis 

          The accuracy performance of any system is estimated by its ability to follow 

accurately with a smallest possible error a given input signal. Consequently, in order to 

study and analyze the accuracy performance property of the feedback control system, 

it is used to employ the test standard signals, expressed in the time domain by the 

polynomial of degree � as follows [108]: 

    �(�) = �×Ø!  (�) = �Ø	�Ø (�),									� ≥ 0                                       (4.1) 

With �Ø is an arbitrary constant and  (�) represents the unit step input function 

defined as: 

  (�) = Ú		0		, � < 0						1		,			� ≥ 0 Û                                                                    (4.2) 

The corresponding Laplace transform of the reference signal is defined by: 

 5(�) = o×�×Ü                                                                                  (4.3) 

          However, when this system is being analyzed for its accuracy, it does not make 

any sense to stimulate it with all manner of input functions. Instead, it is in analyzer’s 
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best interest to test the system with a set of standard and simple reference functions. 

These are step, ramp and parabolic input stimulating signals of which we give the 

following brief description [109].  

4.2.1.1 Step Function Signal 

          The step signal is defined by the piecewise function as follows:  

                        �(�) = Ú	 0	,					� < 0			��	,						� ≥ 0		Û                                                                (4.4) 

In term of unit step function defined by (4.2), the step function can be re-expressed as 

follows: 

                           ��(�) = �� (�)                                                                             (4.5) 

Its corresponding Laplace transform is given by: 

                              5�(�) = o¡�                                                                                    (4.6) 

          This step function is an important signal, not only its usefulness in determining 

the transient (dynamic) performance properties in control systems engineering from 

the step response characteristics, but also in signal processing, systems analysis, and 

all branches of engineering. Moreover, if the step function is input to a system, the 

output of the system is known as the step response and it can be defined using the 

inverse Laplace transform as: 

                              �(�) = 	 ��(�) = ��	 (�) Á�&+��ÝÞÞß	  
                          	%(�) = 2DE Ú*(�) à5(�) = �� �á Ûâ = 2DE ã*(�) o¡� ä                      (4.7) 

Where: *(�) being the system’s transfer function. 
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4.2.1.2  The Ramp Function  

          The ramp signal is defined in terms of unit step function by the following 

expression: 

                          �E(�) = �E�	 (�)                                                                          (4.8) 

Using the inverse Laplace transform, the corresponding ramp response of a system 

defined by its transfer function *(�) is described by the following: 

                              �(�) = 	 �E(�) = �E	�	 (�) Á�&+��ÝÞÞß	  
                         	%(�) = 2DE å*(�) æ5(�) = �E ��á Ûç = 2DE ã*(�) o�iä                    (4.9) 

This response is also used to study the performance properties in steady state regime. 

4.2.1.3 Parabolic Function  

          The parabolic signal is also typical and standard used basically to stimulate a 

system for accuracy performance analysis. It is defined in terms of unit step function 

by the following: 

                              r�(t) = K�	t�	u(t)                                                                      (4.10) 

Similarly, the parabolic response is given by: 

                              �(�) = 	 ��(�) = ��	��	 (�) Á�&+��ÝÞÞß	  
                      	%(�) = 2DE å*(�) æ5(�) = �� �ìá Ûç = 2DE ã*(�) oi�íä                 (4.11) 
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4.3 System’s Accuracy Performance Assessment for Variable Set Point 

          Besides the interest of having good dynamic performance properties, the steady 

state performance is also of paramount concern when designing and analyzing a 

control system. This performance is fully described by the accuracy property of the 

control system response. It means that, not only we require the transient regime to be 

short with the desired dynamic performance specifications, but also we need the 

system to be accurately enough at steady state regime.  

          The accuracy of a closed loop control system is fully quantified in terms of 

steady state error, which is defined, in the time domain, as the difference between the 

reference signal and the measured controlled signal as time tends to infinity. 

Based on this definition, our theoretical evaluation and analysis of system accuracy 

performance due to assumed set point changes is performed by considering the 

separately excited DC drive system being represented by the general block diagram of 

Fig.4.1. 

 

 

 

 

 

 

 

 

 

Figure 4.1 General Block Diagram of DC Drive Control System without 

Load Disturbance Signal. 

 

With 5(�) represents the reference input signals. :(�) and :&�(�) are, respectively, the actual and estimated output speed signals. )(�) is the tracking error signal of closed loop system. 

*�(�) *î(�) 

/(�) 

5(�) )(�) :(�) 

-
+ 

:&�(�) 
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*ï(�), *�(�)	��		/(�) are, respectively,  the corresponding transfer functions of the 

controller, the controlled system (motor + power converter) and the state observer (the 

feedback element) defined by the general forms as follows:   

*ï(�) = Â·(�)�ðñ�·(�) = �R·	�R·	X�R·®	�R·®	X⋯X�·	�X�¡·�ð· 	(�ó·	�ó·	X�ó·®	�ó·®	X⋯X�·	�X�¡·) , ;! 	≥ 0, (;! + 	��) ≥ ��   

                                                                                                                                (4.12) 

*�(�) = Â}(�)�ð}�}(�) = �R}	�R}	X�R}®	�R}®	X⋯X�}	�X�¡}�ð} 	^�ó}	�ó}	X�ó}®	�ó}®	X⋯X�}	�X�¡}_ , ;� 	≥ 0, (;� + 	�î) ≥ �î  

                                                                                                                         (4.13) 

/(�) = Âô(�)�ðô�ô(�) = �Rô	�Rô	X�Rô®	�Rô®	X⋯X�ô	�X�¡ô�ðô 	^�óô	�óô	X�óô®	�óô®	X⋯X�ô	�X�¡ô_ , ;õ 	≥ 0, (;õ + 	�ℎ) ≥ �ℎ  

                                                                                                                        (4.14) 

          Based on this general representation, the previously defined steady state tracking 

error of the system is expressed, in time domain, as: 

                           �� =	 lim�→∞(�(�) − %&�(�))                                                    (4.15) 

           It is known that this steady state error is a standard measure of performance that 

is widely used in assessing the accuracy of control system [62]; therefore, it is obvious 

that an accurate control system is that of ideally zero steady state error. 

4.3.1 Calculation of System’s Steady State Error  

          By referring to the general block diagram representation of Fig.4.1, in frequency 

domain, the control tracking error is defined as the difference between the reference 

signal 5(�) and the estimated output signal :&�(�) as follows: 
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                          )(�) = 5(�) − /(�):(�)                                                          (4.16) 

Since: 

                  :(�) = 	*ï(�)*�(�))(�)                                                           (4.17) 

It results that: 

                  )(�) = 	5(�) − /(�)*!(�)*�(�))(�)                                      (4.18) 

Hence: 

                 )(�) = 	 EEXø(�)¶ñ(�)¶ù(�) 	5(�)                                                     (4.19)             

Based on the definitions (4.12), (4.13) and (4.14), we define the control system’s open 

loop transfer function to be: 

                *-.(�) = /(�)*ï(�)*�(�) = 	 Âô(�)Â·(�)Â}(�)�^ðôÜð·Üð}_�ô(�)�·(�)�}(�)                        (4.20) 

Or: 

                 *-.(�) = 	 Âú¸(�)�ð�ú¸(�)	                                                                      (4.21) 

Where:  

               48+(�) = 	4õ(�)4!(�)4�(�) = �8+(1 + �E� + ���� +⋯+ �?�?)       (4.22) 

                (8+(�) = 	(õ(�)(!(�)(�(�) = (1 + �E� + ���� +⋯+ �Ç�Ç)             (4.23) 

And      

                  ; = 	;õ +	;! +	;�                                                                   (4.24) 



80 
 

          The constant: �8+ = �¡�¡	 in the polynomial expression (4.22) is known as the 

steady state gain of the open loop transfer function. The parameter ; defined by (4.24) 

is known as the order of astatism (type) of the system’s open loop transfer function, 

which represents the number of integrators in the forward path of the feedback control 

loop. Therefore, the tracking error is rewritten under the following expression: 

   )(�) = 	 EEX¶ûg(�) 	5(�) = �ð	�ú¸(�)Âú¸(�)X�ð	�ú¸(�) 	5(�)                           (4.25) 

          If the control system is stable [109], the final value of the tracking error in the 

time domain (� → 	∞), which is the steady state error, is calculated using the final 

value theorem as follows:  

��(∞) = lim�→∞	(�) = lim�→�	�	)(�) = lim�→�	�	 EEX¶ûg(�) 	5(�)	          (4.26) 

Or: 

��(∞) = lim�→�	 	 �ðÜ�ú¸(�)Âú¸(�)X�ð	�ú¸(�) 	5(�)                                      (4.27) 

By referring to expressions (4.22) and (4.23), we obtain: 

                            lim�→�	 48+(�) = �8+                                                                  (4.28) 

                            lim�→�	(8+(�) = 1                                                                           (4.29) 

Consequently, the expression of steady state error becomes: 

                            ��(∞) = lim�→�	 �ðÜoú¸X�ð 	5(�)                                                    (4.30) 

If we substitute the input reference signal 5(�) by its general expression (4.3) in 

(4.30), we obtain: 
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                             ��(∞) = 	 lim�→� 		 o×	��×Ü(EXeú¸�ð ) =	 lim�→� 		o×	�ð®×�ðXoú¸                                   (4.31)             

          It is clear from expression (4.31) that the final value of the steady state error 

depends simultaneously on the system’s order of astatism and the form of reference 

signal 5(�) (the value of � in the expression). Using the previously defined standard 

input signals, this final value can be distinguished as follows:  

• Position steady state error when the system is stimulated using step input 

signal and is characterized by the position error coefficient �� defined by: 

                   �� = lim�→� *-.(�)                                                                   (4.32) 

• Speed steady state error when the system is stimulated using ramp input signal 

and is characterized by the speed error coefficient �7 defined as: 

                   �7 = lim�→� 	�	*-.(�)                                                               (4.33) 

• Acceleration steady state error when the system is stimulated using parabolic 

input signal and is characterized by the acceleration error coefficient �� defined 

as: 

                   �� = lim�→� ��	*-.(�)                                                              (4.34) 

These coefficients enter implicitly in the definition of the steady state error expression, 

where their knowledge determines the quality and accuracy of a given automatic 

control system when it is being excited by a determined standard input reference 

signal. 

4.3.2 Relationship between System Accuracy and its Order of Astatism 

          From the above, we deduce that there is a correlation between the system’s order 

of astatism and its accuracy represented by the final value of steady state error. This 
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fact is summarized in the Table 4.1 that mentions the steady state error evaluated for 

different order of astitism and stimulated with the standard input signals. 

Table 4.1 Values of Steady State Error due to Step, Ramp and Parabolic Set Point 

Changes and its Relation to System’s Order of Astatism. 

System’s 

type 

System Input Reference Signal 

Step (ü = �) Ramp (ü = ý) Parabolic (ü = þ) 
0 �� = ��1 + �� 

�� = ∞ �� = ∞ 

1 �� = 0 �� = �E�7 
�� = ∞ 

2 �� = 0 �� = 0 �� = ���� 

> 2 �� = 0 �� = 0 �� = 0 

 

 

From these theoretical results, we notice that if the system is stable and of order of 

astatism (type) ;, then it has a zero steady-state error for polynomial reference inputs 

of order less than ;, a nonzero finite steady-state error for an input of order equals to ;, and an infinite steady-state error for inputs of order greater than ;. Therefore, we 

have: 

• A type 0 system has a nonzero but finite steady-state error for a step reference 

input, and an infinite steady-state error for ramp and higher-order inputs. 

• A type 1 system has zero steady-state error for a step input, a finite steady-state 

error for a ramp input, and infinite steady-state error for inputs of order two or 

higher. 

• A type 2 system has zero steady-state error for step and ramp inputs, a finite 

steady-state error for a second-order input, and infinite steady-state error for 

inputs of order three or higher. 
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4.3.3 Simulation Results 

          In this subsection, we shall apply the above theoretical facts to analyze and 

assess the quality of the drive speed response in terms of accuracy performance and 

order of astatism. We will follow the same procedure previously worked out for all 

studied models. Each model is being stimulated using step, ramp, and parabolic or 

higher order polynomial functions (depending on the model order of astatism) as 

reference input signals. In order to investigate the effect of viscous friction coefficient (�), the obtained simulation results of the speed tracking error response are depicted 

according to the value of this coefficient.  

4.3.3.1 System Model with 1PI Speed Controller and State Observer of order 2  

 

 

 

 

 

 
 

 

 

 

 

 

 

Figure 4.2 Speed Tracking Error Response of System Model with 1PI Speed 

Controller and State Observer of order 2 due to Input Set Point Changes; a) case of � = 0, b)  case of � > 0, c) case of � < 0. 
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4.3.3.2 System Model with 2PI Speed Controller and State Observer of order 2  

 

 

 

 

 

 

 

 

 

           

Figure 4.3 Speed Tracking Error Response of System Model with 2PI Speed 

Controller and State Observer of order 2 due to Input Set Point Changes; a) case of � = 0, b)  case of � > 0, c) case of � < 0. 

4.3.3.3 System Model with 1PI Speed Controller and State Observer of order 5  

 

 

 

 

 

 

 

 

Figure 4.4 Speed Tracking Error Response of System Model with 1PI Speed 

Controller and State Observer of order 5 due to Input Set Point Changes; a) case of � = 0, b)  case of � > 0, c) case of � < 0. 
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4.3.3.4 System Model with 2PI Speed Controller and State Observer of order 6  

 

 

 

 

 

 

 

 

 

 

Figure 4.5 Speed Tracking Error Response of System Model with 2PI Speed 

Controller and State Observer of order 6 due to Input Set Point Changes; a) case of � = 0, b)  case of � > 0, c) case of � < 0. 

4.3.4 Results Interpretation and Discussion 

           Obviously, the graphical simulation results mention that the four studied models 

respond differently to input set point changes, where the final value of steady state 

error depends on the order of astatism of each model. Moreover, the results show that 

the models which incorporate double PI speed controller, acquire higher order of 

astatism, hence they have better accuracy performance in response to set point change 

than those models of only single PI controller. It is also noticeable that the models 

simulated with disregarding the coefficient of viscous friction (� = 0) have higher 

order of astatism than the case of taking this coefficient different of zero. 

           Overall, all the models exhibit the ability to improve their accuracy 

performance and order of astatism by zeroing their constant steady state errors due to a 

given input set point stimulation.     
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4.4. Accuracy Performance Improvement using Feed-Forward Compensation 

          The above simulation results give us a good picture about the accuracy 

performance quality of the PI based speed controller DC drive system when it is 

stimulated using basically a different input reference signals. The results mention, for 

all the different models studied, the failure of PI and double PI speed controller alone 

to withstand the substantial speed variation and maintaining the desired tracking 

performance. 

          In order to overcome this problem, a lot of work has been done by many 

researchers to find control methods and techniques that are capable of achieving 

improvement in accuracy performance of control systems under variable input 

reference conditions.  

4.4.1 Previous Work 

          To solve this control problem, particularly arisen in paper and steel rolling mill 

industries, many methods are proposed in the literature. Traditionally, it is used to 

improve the accuracy performance of a closed loop control system by the proportional 

gain method [41], which consists of exploiting the inverse proportionality relationship 

that exists between the system steady state error and the loop static gain and reducing 

the former by increasing the loop gain. This method, although efficient of allowing 

obtaining a speed response with a very small steady state error, it degrades the 

system’s transient performance by increasing the percent overshoot. Another method 

known as integral control [110] is also used to improve both systems’ order of astatism 

and accuracy by modifying the control structure and adding integral terms in the 

forward path of the control loop. The main drawback of this method is that these added 

integrators may lead to instability of the system.  

          The sliding mode control (SMC) is used with PI controller in [111, 112] as a 

robust and simple control technique to ensure stability and desired tracking 

performance for especially systems characterized by uncertainties and disturbance 

variation. Although its effectiveness in achieving the performance objectives, this 

method suffers from a major drawback of chattering phenomenon, which can be 

reduced using other techniques. Due to the fact that SMC method exhibits robustness 
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and high disturbance rejection capability, it is used alone in [113] to replace the PID 

controller and improving the accuracy performance affected by the cutting forces of 

the machine tool systems.  

          In an attempt of combining the advantages of sliding mode control and the 

adaptive control approach, the method named as adaptive sliding mode control is 

proposed in [114] to compensate model uncertainties of flexible-joint manipulator 

nonlinear dynamic systems and ensuring robust stability and accuracy performance. 

An accurate steady state response with zero error is also obtained using this combined 

technique in [115], where the control chattering is thereafter eliminated.  

         An adaptive neural network (NN) control scheme is also used in [116] to study 

and improve the tracking performance of induction motor speed control drive systems 

under variable reference input signal. The achieved performance is judged satisfactory 

using both simulation and experimental laboratory results even in the presence of 

much strong mechanical friction and other non linear characteristics. The method is 

also applied in [117] for the same purpose on the speed and position controlled DC 

motor drive system.  

          The hybrid fuzzy-neural networks controller is, on the other hand, applied in 

[118], to adaptively improve both robustness and accuracy performance of induction 

motor speed control system. The tracking performance of the system was satisfactorily 

illustrated under a variable load torque with the external disturbance introduced by 

disturbing the load during trajectory control.  The same approach is also used in [119] 

to improve the control performance of the DC drive under transient and steady state 

conditions.   

4.4.2 Application of Feed-Forward Compensation Technique  

          The feed-forward compensation is an alternative approach widely employed to 

enhance the quality and performance of control system in different engineering 

branches. It consists of altering the structure of the control system by adding a 

compensating branch in the forward path of the closed loop system. Many techniques 

have used this approach to improve the tracking and accuracy performance of 

feedback control systems. In the literature, the Neural Network (NN) based feed-
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forward method is used in [120] to ameliorate the accuracy performance of PID based 

nonlinear control systems characterized with an input disturbance.  

          The obtained results have mentioned a satisfactory reduction of the steady state 

error after a certain learning number. The Fuzzy logic control combined with PI 

controller has also been used in [121] as a feed-forward compensator to improve the 

already implemented sliding mode based positioning control system. For more reading 

in this topic, we can refer to [122] where other forms of feed-forward compensators 

are studied. 

          In our work we will use this feed-forward compensating technique according to 

the structure depicted by the simulink block diagram of Fig.4.6 and applied, typically, 

on the system model with 1PI and state observer of order 2.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.6 Typical Block Diagram of System Model with 1PI and State Observer of 

order 2 Incorporating Feed-Forward Compensation Technique. 

 

Accordingly, we aim of using the feed-forward compensation to improve both 

accuracy and order of astatism of the drive system by reducing the finite steady state 

error via the identification of the proposed feed-forward transfer function, which we 

define it to have the following form: 

 

c��� 
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                               6»»(�) = o×��.����XE                                                                      (4.35) 

Where the constant �Ø is determined by solving the square of error based 

minimization problem described as: 

                      3��o× �Ø�(�)                                                                          (4.36) 

          In order to solve the function (4.36), we use the MATLAB function 

“fminsearch” from optimization tool box [106]. The output of the minimization 

process gives the optimal value of the constant �Ø, which identifies completely the 

transfer function of the used feed-forward compensator that corresponds to the 

improved accuracy performance for each simulink model representing the system at 

hand.  

          The simulation results showing improvements of both accuracy performance 

and order of astatism that are achieved with each of four studied models are illustrated 

consecutively in the following subsequent figures. 

4.4.2.1 System Model with 1PI Speed Controller and State Observer of order 2  

 

 

 

 

 

 

 

 

 

Figure 4.7 Steady State Error and order of Astatism Improvement with Feed-Forward 

Compensation of System Model with 1PI and State Observer of order 2 under Input 

Set Point Changes; a) case of � = 0, b) case of � > 0, c) case of � < 0 
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4.4.2.2 System Model with 2PI Speed Controller and State Observer of order 2  

 

 

 

 

 

 

 

 

 
 

Figure 4.8 Steady State Error and order of Astatism Improvement with Feed-Forward 

Compensation of System Model with 2PI and State Observer of order 2 under Input 

Set Point Changes; a) case of � = 0, b) case of � > 0, c) case of � < 0 

 

4.4.2.3 System Model with 1PI Speed Controller and State Observer of order 5  

 

 

 

 

 

 

 

 

 

Figure 4.9 Steady State Error and order of Astatism Improvement with Feed-Forward 

Compensation of System Model with 1PI and State Observer of order 5 under Input 

Set Point Changes; a) case of � = 0, b) case of � > 0, c) case of � < 0 
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4.4.2.4 System Model with 2PI Speed Controller and State Observer of order 6 

 

 

 

 

 

 

 

 

 

 

Figure 4.10 Steady State Error and order of Astatism Improvement with Feed-

Forward Compensation of System Model with 2PI and State Observer of order 6 under 

Input Set Point Changes; a) case of � = 0, b) case of � > 0, c) case of � < 0 

 

4.4.3 Results Interpretation and Discussion 

          The simulation results mention clearly that the use of optimized feed-forward 

transfer function compensation has allowed improvement of accuracy performance of 

all the models subjected to input set point changes, in such a way that a response with 

constant steady state error before compensation has perfectly followed, after 

compensation, the change occurred in the input reference. Consequently, regardless 

the value of viscous friction coefficient, an improvement of accuracy is achieved for 

all models and their order of astatism has been augmented by one.    

4.5 Improving System’s Accuracy under Load Disturbance Effect 

          In a drive system, the task of a speed controller is to generate the torque 

reference that drives the output speed towards the set point value and keeps the speed 

error as small as possible, preferably zero. The speed error is caused either by the input 

disturbance (i.e., the speed reference) or by changes in the load torque 6. . in this 

section we study the effect of load torque disturbance on the accuracy performance of 

the drive speed response where an improvement is being inspired. 
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4.5.1 Load Disturbance Steady State Error Evaluation 

          To calculate the steady state error due load torque disturbance, we consider the 

following general block diagram representation of our drive system. 

 

 

 

 

    

 

 

Figure 4.11 General Block Diagram of DC Drive Control System with Load 

Disturbance Signal Account 

 

With ((�) represents the load torque disturbance signal. 

          In frequency domain, the control tracking error )(�) is defined as the difference 

between the reference signal 5(�) and the estimated output signal :&�(�) as follows: 

                          )(�) = 5(�) − /(�):(�)                                                          (4.37) 

Since: 

                   :(�) = [*ï(�))(�) + ((�)]*�(�)                                            (4.38) 

It results that: 

                  )(�) = 	5(�) − /(�)*!(�)*�(�))(�) − /(�)*�(�)((�)                   (4.39) 

Hence: 

                 )(�) = 	 EEXø(�)¶ñ(�)¶ù(�) 	5(�) −	 ø(�)¶}(�)EXø(�)¶·(�)¶ù(�) 	((�)	                         (4.40)   

 

*�(�)	 *î(�)	

/(�)	

5(�)	 )(�)	 :(�)	
((�)	

-
+ 

+ 
+ 

:&�(�)	
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Or: 

                          )(�) = )\(�) + )�(�)                                                              (4.41)   

Where: 

)\(�) = EEXø(�)¶ñ(�)¶ù(�) 	5(�) is the tracking error due to the input reference signal, 

and: )�(�) = −	 ø(�)¶}(�)EXø(�)¶·(�)¶ù(�) 	((�) is error due to the load disturbance signal.  

          This is can be verified by rearranging the block diagram of Fig.4.11 in the 

following two forms: 

 

 

 

 

 

a)                                                                 b) 

Figure 4.12 Equivalent Block Diagram of DC Drive System under the Independent 

effect of Set Point (a) and Load Disturbance (b) Variations. 

 

We shall only consider the evaluation of the steady state error caused by the variation 

and change of load torque disturbance according to Fig.4.12 (b).                                             

Therefore, by using the definitions (4.12), (4.13) and (4.14) given, respectively to the 

transfer functions  *ï(�), *�(�)	and /(�) with the expression (4.21) defining the open 

loop transfer function of the system, the control tracking error due to disturbance can, 

finally, be given as the following: 

 

                         )�(�) = 	− �ð· 	�·(�)Â}(�)Âô(�)Âú¸(�)X�ð	�ú¸(�) 	((�)                                            (4.42) 

The steady state error is calculated using the final value theorem as follows: 

*!(�) 

((�) )(�) 5(�) = 0 

+
+ 

*�(�)/(�) −1 

*!(�)*�(�)/(�) 

5(�) )(�) ((�) = 0 

-
+ 
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���(∞) = lim�→∞	�(�) = lim�→�	�	)�(�) = lim�→� 	− �ð·Ü	�·(�)Â}(�)Âô(�)Âú¸(�)X�ð	�ú¸(�) 	((�)         (4.43) 

With �(�) is the tracking error due to the load disturbance expressed in the time 

domain, and ���(∞) is its corresponding steady state value. 

If we define: 

                              �! = �¡·�¡·                                                                                      (4.44)                                     

                              �� = �¡}�¡}                                                                                     (4.45) 

                              �õ = �¡ô�¡ô                                                                                     (4.46) 

As being, respectively, the static gains of the corresponding transfer functions *!(�), *�(�) and /(�); 
And if we use the expression (4.3) to define a variable load torque disturbance as: 

                              ((�) = o×�×Ü                                                                                (4.47) 

After developing the equation (4.43), the final value of the steady state error reflecting 

the effect of load torque disturbance can be given as: 

                              ���(∞) = 	 lim�→� 	− o×	o}oô	�ð·�×(�ðXo·	o}oô) = lim�→� 	− o×	o}oô	�ð·�×(�ðXoú¸)               (4.48) 

With: �8+ = �! 	���õ 

Based on the above theoretical background, we summarize in Table 4.2 the values of 

the steady state error corresponding to the different standard test signals of the load 

torque disturbance.  

           By comparing the two forms of the equivalent circuit of Fig.4.12, we can 

deduce that the parameters of the controller’s transfer function (;! , �!) are basic in 
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determining the steady state error value as well as the number of integrators at origin 

or astatism order of the system due to load torque disturbance.  

          We summarize these values according to the type of the applied load disturbance 

signal in Table 4.2. 

Table 4.2 Values of Steady State Error due to Step, Ramp and Parabolic Load Torque           

Disturbance 

System 

type 

Load Torque Disturbance Signal 

��	 (�) (� = 0) �E�	 (�) (� = 1) ��	��	 (�) (� = 2) 
0 ���(∞) = − �����õ1 + �!���õ 

���(∞) = ∞ ���(∞) = ∞ 

1 ���(∞) = 0 ���(∞) = −�E�! ���(∞) = ∞ 

2 ���(∞) = 0 ���(∞) = 0 ���(∞) = −���!  
> 2 ���(∞) = 0 ���(∞) = 0 ���(∞) = 0 

 

4.5.2 Simulation Results of Steady State Error under Load Disturbance 

          We will explore this theoretical assessment of steady state error due to load 

torque disturbance by simulation. To do so, we make zero the input set point signal 

and applying a variable load torque polynomial signal of standard step, ramp and 

parabolic basis. 

           The results are given consecutively for each model and according to the value 

of viscous friction coefficient in the following figures. 
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4.5.2.1 System Model with 1PI Speed Controller and State Observer of order 2 

 

 

 

 

 

 

Figure 4.13 Speed Tracking Error Response of System Model with 1PI Speed 

Controller and State Observer of order 2 due to Load Torque Disturbance; a) case of � = 0, b)  case of � > 0, c) case of � < 0. 
 

4.5.2.2 System Model with 2PI Speed Controller and State Observer of order 2 

 

 

 

 

 

 

Figure 4.14 Speed Tracking Error Response of System Model with 2PI Speed 

Controller and State Observer of order 2 due to Load Torque Disturbance; a) case of � = 0, b)  case of � > 0, c) case of � < 0. 



97 
 

4.5.2.3 System Model with 1PI Speed Controller and State Observer of order 5 

 

 

 

 

 

 

 

 

 

Figure 4.15 Speed Tracking Error Response of System Model with 1PI Speed 

Controller and State Observer of order 5 due to Load Torque Disturbance; a) case of � = 0, b)  case of � > 0, c) case of � < 0. 

 

4.5.2.4 System Model with 2PI speed controller and State Observer of order 6 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.16 Speed Tracking Error Response of System Model with 2PI Speed 

Controller and State Observer of order 6 due to Load Torque Disturbance; a) case of � = 0, b)  case of � > 0, c) case of � < 0. 
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4.5.3 Results Interpretation and Discussion 

          These results, which reflect the effect of load torque variation on the accuracy 

performance of the drive system, illustrate the discrepancy between the models in 

responding the different stimulating signals as load torque. Unlike the case of set point 

effect on the value of steady state error, here, the results obtained for the final value of 

this accuracy parameter have nothing to do with neither the number of PI speed 

controller nor the consideration of the value of viscous friction coefficient. However, 

all the models exhibit the ability to improve their accuracy performance and by 

zeroing their constant steady state errors produced due to a given load torque 

disturbance.   

4.5.4 Load Torque Disturbance Suppression using Feed-Forward Compensation 

          In this section, we present the same Feed-Forward compensation technique to 

suppress the effect of load torque disturbance and achieving improvement of accuracy 

performance of the system. A typical structure that illustrates the employment of this 

compensator with system model constituted of 1PI speed controller and state observer 

of order two is depicted by the block diagram of Fig.4.16.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.17 Typical Block Diagram of System Model with 1PI and State Observer of 

order 2 Incorporating Feed-Forward Load Torque Disturbance Compensation. 

 

����	���ü��  
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          By applying this structure on all the studied models, the simulation results are 

given consecutively in the following figures. 

4.5.4.1 System Model with 1PI Speed Controller and State Observer of order 2 

 

 

 

 

 

 

 

 

 

Figure 4.18 Steady State Error Improvement with Feed-Forward Compensation of  

System Model with 1PI and State Observer of order 2 under Load Torque Disturbance; 

a) case of � = 0, b) case of � > 0, c) case of � < 0 

 

4.5.4.2 System Model with 2PI Speed Controller and State Observer of order 2 

 

 

 

 

 

 

 

 

 

 

Figure 4.19 Steady State Error Improvement with Feed-Forward Compensation of 

System Model with 2PI and State Observer of order 2 under Load Torque Disturbance; 

a) case of � = 0, b) case of � > 0, c) case of � < 0 
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4.5.4.3 System Model with 1PI Speed Controller and State Observer of order 5 

 

 

 

 

 

 

 

 

 

 

Figure 4.20 Steady State Error Improvement with Feed-Forward Compensation of 

System Model with 1PI and State Observer of order 5 under Load Torque Disturbance; 

a) case of � = 0, b) case of � > 0, c) case of � < 0 

 

4.5.4.4 System Model with 2PI Speed Controller and State Observer of order 6 

 

 

 

 

 

 

 

 

 

 

Figure 4.21 Steady State Error Improvement with Feed-Forward Compensation of 

System Model with 2PI and State Observer of order 6 under Load Torque Disturbance; 

a) case of � = 0, b) case of � > 0, c) case of � < 0 
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4.5.5 Results Interpretation and Discussion 

           The above simulation results show clearly that the use of feed-forward 

technique has allowed improvement in accuracy performance and order of astatism of 

all simulated models by full compensation of steady state error due to set point 

changes. This is not, however, similarly achieved for the case of suppressing the effect 

of load torque disturbance, where, the results mention that the application of this 

technique for load torque disturbance compensation has allowed the reduction to zero 

of steady state error for the two models with state observer of order two and only 

reduced the steady state error to a value smaller than that before compensation for the 

other two ones without any increase in order of astatism for all models. 

4.6 Conclusion  

          In this chapter, a theoretical analysis and assessment of the drive accuracy 

performance under the effect of input set point change is first given, where the 

correlation existing between the accuracy performance of the system and its order of 

astatism is mentioned. In order to verify this by simulation, we have used the standard 

signals (step, ramp, parabolic) to simulate the models at hand for set point profile 

tracking capability, where for the models which are characterized by an inherent 

higher order of astatism; case of double PI speed controller based models, it was 

necessary to use higher order polynomials than the parabolic signal to stimulate the 

model for accuracy performance evaluation and assessment.   

          The simulation results have shown different order of astatism and accuracy 

levels of these models, where the use of feed-forward technique has allowed full 

compensation by eliminating the finite value of steady state error due to input 

reference signal change and hence, increasing model order of astatism by one. It is also 

concluded, based on the obtained results, that the use of such technique did not, in 

general, satisfactorily neither compensate for steady state error nor improve the order 

of astatism due load torque disturbance for the studied models although a bit reduction 

of the finite value of steady state error is achieved. This is understood because of the 

fact that this mechanical parameter variation is inherently accounted for by the use of 

state observer in each model.      
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Chapter 5  

 
 

 

Study of Nonlinearity and Parameters 

Variation Effects on System Performance 
 

5.1  Introduction 

          The major problems in applying a conventional control algorithm in a speed 

controller are the effects of nonlinearity in a DC motor. The nonlinear characteristics 

of a DC motor such as saturation and friction could degrade the performance of 

conventional controller [123], [124]. There are alternative control approaches which 

are proposed to overcome drawbacks of conventional PI controller and solving 

nonlinear effects in electric drives, particularly, in DC drives. The Fuzzy Logic (FL) 

[7], [9], Neural Network (NN) [5], the hybrid Fuzzy Neural controller [11], Linear 

Quadratic Regulator (LQR) [4], Sliding Mode Control (SMC) [125] and others, are 

such methods. In this chapter, we will discuss in details this inherent phenomenon 

highly pronounced when the PI controller is used to control the speed of the DC drive 

system. Furthermore, the sensitivity of the achieved dynamic and steady state 

performance of the system against parameters variation is being investigated and 

analyzed.  

5.2  Drive Systems with Input Saturation Nonlinearities 

          Practically, all electric drives are equipped with actuators, which are 

manipulated by the controller output signal. These actuators, which have limitation 

constraints to limit the drive speed and/or torque, cause a nonlinear effect in these 

engineering systems and are often modeled with a nonlinear element having saturation 

characteristics ( ?�Ç,  ?�G) at the input of the actuator as it is shown in Fig.5.1. 
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Figure 5.1 Typical Actuator Saturation Characteristic.                              

This saturation function is mathematically defined as follows [126], [127]: 

¾��	 	 ∈ ℝ, ���( ) =  (�) = 
  ?�G ,					�È			 !(�) > 	 ?�G																										 ! ,										�È			 ?�G ≤  !(�) ≤  ?�Ç												 ?�Ç	,					�È				 !(�) <  ?�Ç																												Û  (5.1) 

Therefore, if it happens that the controller output signal  !(�) exceeds the actuator 

upper limit  ?�G, or when it falls below its lower limit  ?�Ç of the linear operating 

range (case for instance of input reference change or abrupt external disturbance [128], 

[129]), the saturation state is attained and the controller output will not coincide with 

the process input  (�). As a result, the feedback loop is broken leading the system to 

run under an open loop condition for a given time because the actuator will remain at 

its maximum (or minimum) limit independently of the process output value. 

          For control system where the controller involves an integral term, such as PID 

and PI based controlled plants, in case of saturation, the tracking control error takes a 

time to attain again the normal operating state because it decreases more slowly as in 

the ideal case (where there is no saturation limits). During this time, the integral part 

output becomes large and it winds up, hence the name of wind up phenomenon. Thus, 

even when the value of the process variable attains that of the reference signal, the 

controller still saturates due to this phenomenon, which causes a serious degradation of 

system's response performance appearing mainly in large overshoot, long settling time 

and even may lead to instability of the system [22], [127], [130], [131]. 

5.3 Simulation Results of Actuator Saturation Effects 

           In this section we focus on studying the effect of actuator saturation limits on 

response quality and drive operational performances. In order to do this, the studied 

 ?�G 

 ?�Ç 

  

 !
   !
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models are intentionally being excited using two amplitude set point changes, which 

are 8.2 V and 10 V respectively. The simulation results are illustrated consecutively 

for each model and according to the value of viscous friction coefficient in the 

following. 

5.3.1 System Model with 1PI Speed Controller and State Observer of Order 2  

• Case of � = � 

 

 

 

 

 

 

 

Figure 5.2 Speed Response of System Model with 1PI, State Observer of order 2 and � = 0 in presence of Actuator Saturation: a) using Speed Set Point Value: 8.2V and 

b) using Speed Set Point Value: 10 V. 

 

• Case of �	 > 0 

 

 

 

 

 

 

 

Figure 5.3 Speed Response of System Model with 1PI, State Observer of order 2 and � > 0 in presence of Actuator Saturation: a) using Speed Set Point Value: 8.2V and 

b) using Speed Set Point Value: 10 V. 
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• Case of � < 0 

 

 

 

 

 

 

 

 

 

 

Figure 5.4 Speed Response of System Model with 1PI, State Observer of order 2 and � < 0 in presence of Actuator Saturation: a) using Speed Set Point Value: 8.2V and 

b) using Speed Set Point Value: 10 V. 

5.3.2 System Model with 2PI Speed Controller and State Observer of Order 2  

• Case of � = � 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.5 Speed Response of System Model with 2PI, State Observer of order 2 and � = 0 in presence of Actuator Saturation: a) using Speed Set Point Value: 8.2V and 

b) using Speed Set Point Value: 10 V. 
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• Case of � > 0 

 

 

 

 

 

 

 

 

 

 

Figure 5.6 Speed Response of System Model with 2PI, State Observer of order 2 and � > 0 in presence of Actuator Saturation: a) using Speed Set Point Value: 8.2V and 

b) using Speed Set Point Value: 10 V. 

 

• Case of � < 0 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.7 Speed Response of System Model with 2PI, State Observer of order 2 and � < 0 in presence of Actuator Saturation: a) using Speed Set Point Value: 8.2V and 

b) using Speed Set Point Value: 10 V. 
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5.3.3 System Model with 1PI Speed Controller and State Observer of Order 5 

• Case of � = � 

 

 

 

 

 

 

 

 

 

 

Figure 5.8 Speed Response of System Model with 1PI, State Observer of order 5 and � = 0 in presence of Actuator Saturation: a) using Speed Set Point Value: 8.2V and 

b) using Speed Set Point Value: 10 V. 

 

• Case of � > 0 

 

 

 

 

 

 

 

 

 

 

Figure 5.9 Speed Response of System Model with 1PI, State Observer of order 5 and � > 0 in presence of Actuator Saturation: a) using Speed Set Point Value: 8.2V and 

b) using Speed Set Point Value: 10 V. 
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• Case of � < 0 

 

 

 

 

 

 

 

 

 

 

Figure 5.10 Speed Response of System Model with 1PI, State Observer of order 5 and � < 0 in presence of Actuator Saturation: a) using Speed Set Point Value: 8.2V and 

b) using Speed Set Point Value: 10 V. 

 

5.3.4 System Model with 2PI Speed Controller and State Observer of Order 6 

• Case of � = � 

 

 

 

 

 

 

 

 

 

 

Figure 5.11 Speed Response of System Model with 2PI, State Observer of order 6 and � = 0 in presence of Actuator Saturation: a) using Speed Set Point Value: 8.2V and 

b) using Speed Set Point Value: 10 V. 
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• Case of � > 0 

 

 

 

 

 

 

 

 

 

 

Figure 5.12 Speed Response of System Model with 2PI, State Observer of order 6 and � > 0 in presence of Actuator Saturation: a) using Speed Set Point Value: 8.2V and 

b) using Speed Set Point Value: 10 V. 

 

• Case of � < 0 

 

 

 

 

 

 

 

 

 

 

Figure 5.13 Speed Response of System Model with 2PI, State Observer of order 6 and � < 0 in presence of Actuator Saturation: a) using Speed Set Point Value: 8.2V and 

b) using Speed Set Point Value: 10 V. 
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5.3.5 Results Interpretation and Discussion 

          From the above simulation results, we see that the nonlinear dynamics of the 

actuator is detrimental for the system performance. Obviously, the system responds 

badly to the amplitude set point changes in presence of actuator saturation as 

nonlinearity; where the shape of the response begins to be deformed for the first value 

of set point amplitude and it becomes fully oscillatory divergent for 10 V of amplitude, 

indicating the instability state of the system.  

5.4 DC Drive Performance Improvement by Saturation Compensation 

5.4.1 Saturation Compensation Techniques 

          In order to cope with the presence of the actuator saturation, two design 

approaches can, in general, be followed. In the first one, the nonlinearity is considered 

explicitly from the beginning of the design phase and the control law is derived in the 

context of nonlinear control theory. Although this is a more rigorous approach, it 

might be too complicated to be applied in practical cases where the cost (and the fast 

commissioning) of the controller is of primary importance [132]. In other words, the 

advantages provided by the use of a standard PID control law are no more exploited.                  

          In the second approach, on the other hand, the control law is designed 

disregarding the actuator nonlinearity, so that a PID controller can be adopted. Then, 

the detrimental effects due to the integrator windup are compensated by conveniently 

adopting an additional functionality designed for this purpose [133], [129]. This 

approach is called in control literature as the anti wind up compensation control, where 

the idea is to mitigate the effects of the integrator continuing to integrate due to the 

nonlinear saturation effect. The first approach is beyond the scope of this work, where 

the second will be briefly discussed to explore the different anti wind up techniques 

that have been used to compensate of actuator saturation effects in PI based control 

systems. Broadly speaking, these are classified representatively into the following 

categories. 
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5.4.1.1 Limiting Integrator Anti-Windup Techniques [134], [135] 

          This is a very simple approach to reduce the effects of integral windup. A 

feedback signal is created from the integrator output by feeding the integrator output 

through a dead zone with a high gain in order to reduce the integrator input and 

guarantee an operation in the linear range. The function is depicted by the block 

diagram of Fig.5.14. 

 

 

 

 

 

 

 

 

 

Figure 5.14 PI Controller with Dead Zone Limiting Integrator Anti-Windup Scheme 

 

          Where the dead zone block is characterized by its range: 5 = [−5, +5], and 

the gain �. To allow the full linear range of the actuator, the dead zone range has to be 

the same as the linear range of the actuator. Therefore, when the integrator value is out 

of the dead zone range, a feedback signal of magnitude: 

                   È(�) = �(�(�) − 5)                                                                     (5.2) 

is generated to reduce the integrator output by acting upon the integrator input, where 

the gain � is used for further adjustment. If the dead zone gain b is sufficiently high (� > 10) [136], the integrator output will effectively be limited to the range 5. 
          The main drawback of this anti–windup scheme may, possibly, appear due to 

integrator’s limit, which works independently of the Saturation element, so if the limit 

value of the dead zone is not correctly adjusted, the PI could have problems, such as 

large overshoot or undershoot as if the integral part wasn’t working. 

 

(�)  !(�)  (�) 
�(�) �H (�) 

È(�) 
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5.4.1.2 Tracking Back Calculation Ant-Windup Techniques 

          The principle of operation of this compensator is illustrated by the block 

diagram of Fig.5.15.  

 

 

 

 

 

 

 

 

 

Figure 5.15 PI Controller with Tracking Back Calculation Anti-Windup Scheme 

 

          The approach, which is firstly proposed by Fertik and Ross [137], is based on 

the calculation of the difference between the saturated and the unsaturated control 

input signals, which is used to generate a feedback signal ���(�)  for properly 

controlling the integral state in the saturation range. This is performed according to the 

expression: 

   
		 (�) = ��(�) + �� y (�) 																																													�È								 ! =  				 (�) = ��(�) + y[��(�) − ��( !(�) −  (�))] 					�È								 ! ≠  Û             (5.3) 

          Obviously, the extra feedback signal used to control the value of the integral 

term is zero when there is no saturation and in this case it will not have any effect on 

the normal operation. However, when the actuator saturates, this signal will be 

different from zero and is fed back to the integrator through the gain ��, which should 

be properly chosen  in such a way to reduce the input to the integrator until ��� is 

zero. This reduces the controller output so it equals the saturation limit and stops the 

wind up.  

 

 !(�)  (�) (�)

���(�)
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          The main drawback of this anti wind up compensator scheme consists in the fact 

that, in case of saturation, the reset of the integrator cannot be happened 

instantaneously but dynamically with a time constant 6� = EoL	, which is known as 

tracking time constant [22], [127], [138]-[141]. The value of this parameter determines 

how quickly the integral term is reset and, obviously, its selection has a visible and 

considerable effect on the plant performance, in such a way that the transient 

performance properties, particularly: the overshoot and settling time depend heavily 

upon the feedback gain of the control difference rather than the PI gains [142]. For PI 

controller, the rule of thumb is to choose the starting value of this parameter equal to 

the integral time constant 6� and then it may be increased or decreased manually in 

order to achieve a fine tuning.  

          Another way in setting the parameter 6� is that it can be searched by running a 

global search algorithm through a properly chosen cost function 

[143]. In general, this method can, conveniently, be applied for processes where the 

instantaneous reset of the integral term is not crucial.  

5.4.1.3 Conditional Integration Anti-Windup Compensation Techniques 

          This anti wind up compensator is represented for PI controller by the block 

diagram of Fig.5.16. 

 

 

 

 

 

Figure 5.16 PI Controller with Conditional Integration Anti-Windup Scheme 

 ¾ 

 !    

��� 

�H  � 
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          This technique is based on the principle that the integral action is suspended 

when the control input is saturated and the P control only is activated, therefore the PI 

control is only effective when the control input lies within the saturation limit [141], 

[144], [145]. In other words, the integral action is switched on or off depending on the 

linear range or the saturation range according to the description below [127], [147] 

                         �H = Ú					�È			 ! =  	0					�È			 ! ≠  Û                                                                    (5.4) 

with � is the integral term output, defined as: 

                              � = y��(�)	�                                                                            (5.5) 

The switching action of the integral term will be activated only when certain 

conditions are fulfilled, such as when the control error is large or during saturation of 

the controller; otherwise, it is kept constant.  

           This method is criticized of having the disadvantage that the controller may get 

stuck at a non-zero control error if the integral term has a large value at the time of 

switch off [22], [148]. However, for some applications with large change of set point 

or in case of start up, speed up, speed down, this method may be appropriate. 

          These are, in general, the most classes and approaches of ant-windup 

compensation. Under each class, several schemes exist and have been proposed to 

overcome the drawbacks and compensate effectively for the actuator saturation effects 

that characterize, in particular, the PI based control system. Other methods are also 

proposed, but we cannot go through all of them. For more reading in the topic, we 

refer to [149], [150].  

5.4.2 Novel Conditional Integration Anti-Windup Compensator 

          In our work, we have proposed a novel conditional integration for compensating 

the actuator saturation effects in the PI speed controlled DC drive system. When it is 

used with a single PI speed controller based drive system, this technique is illustrated 
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by the block diagram of Fig.5.17. Whereas the block diagram illustrating its use with 

the double PI speed controller based system is mentioned in Fig.5.18.  

 

 

 

 

 

 

 

 

 

 

 

Figure 5.17 Block Diagram of Single PI Speed Controller incorporating the proposed 

Conditional Integration Anti-Windup Compensator. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.18 Block Diagram of Double PI Speed Controller incorporating the proposed 

Conditional Integration Anti-Windup Compensator. 
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          The compensator belongs to the conditional integration techniques for 

overcoming the effects of saturation occurrence. It consists of switching off the 

integration process of PI speed controller (s) whenever the control signal has been 

saturated. As it can be seen from Fig.5.17 and Fig.5.18, the new controller structure 

that incorporates this technique has an extra feedback path that is generated by 

measuring the actual actuator output and forming an error signal ���	(�) as the 

difference between the controller output  !(�) and the actuator output  (�). This error 

signal ���	(�) is multiplied by the design gain constant � and the resultant absolute 

value is fed to the logic function block “NOT”. The output is then used to control the 

operation of the switch or the two switches “switch 1” and “switch 2” through which 

the integral term (s) of the speed controller(s) is (are) disabled in case of saturation 

occurrence. Therefore, this supplementary feedback path becomes only active during 

saturation and stabilizes the control system when the main feedback loop is opened 

due to saturation. 

          Particularly, in this method, the insertion logic function allows the integration 

process to be stopped immediately when saturation occurs. This matches with the real 

case requirements of the rolling mill PI based cascaded DC drive control system, 

where, in case of control signal saturation, the integration process is switched off. If 

we do not intervene, the system dynamic will behave badly under the influence of its 

inertia and could provoke, in addition to worsening the product quality, a serious 

personal injuries and disaster material damage. 

5.4.3 Simulation Results of Compensated Actuator Saturation 

          In an attempt of improving DC drive operational performances in presence 

actuator saturation nonlinearity, we will apply this compensator according to the 

schemes mentioned in Fig.5.17 and Fig.5.18 on the different models that we have 

covered in this study. The obtained simulation results are given consecutively for each 

model and according to the value of viscous friction coefficient in the following.  
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5.4.3.1 System Model with 1PI Speed Controller and State Observer of Order 2    

• Case of � = � 

 

 

 

 

 

 

 

 

 

Figure 5.19 Speed Response of System Model with 1PI, State Observer of order 2 and � = 0 incorporating the Novel Conditional Integration Anti-Windup Compensator: a) 

using Speed Set Point Value: 8.2V and b) using Speed Set Point Value: 10 V. 

 

 

• Case of � > 0 

 

 

 

 

 

 

 

 

 

 

Figure 5.20 Speed Response of System Model with 1PI, State Observer of order 2 and � > 0 incorporating the Novel Conditional Integration Anti-Windup Compensator: a) 

using Speed Set Point Value: 8.2V and b) using Speed Set Point Value: 10 V. 
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• Case of � < 0 

 

 

 

 

 

 

 

 

 

 

Figure 5.21 Speed Response of System Model with 1PI, State Observer of order 2 and � < 0 incorporating the Novel Conditional Integration Anti-Windup Compensator: a) 

using Speed Set Point Value: 8.2V and b) using Speed Set Point Value: 10 V. 

 

5.4.3.2 System Model with 2PI Speed Controller and State Observer of Order 2 

 

• Case of � = � 

 

 

 

 

 

 

 

 

 

 

Figure 5.22 Speed Response of System Model with 2PI, State Observer of order 2 and � = 0 incorporating the Novel Conditional Integration Anti-Windup Compensator: a) 

using Speed Set Point Value: 8.2V and b) using Speed Set Point Value: 10 V. 
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• Case of � > 0 

 

 

 

 

 

 

 

 

 

 

Figure 5.23 Speed Response of System Model with 2PI, State Observer of order 2 and � > 0 incorporating the Novel Conditional Integration Anti-Windup Compensator: a) 

using Speed Set Point Value: 8.2V and b) using Speed Set Point Value: 10 V. 

 

 

• Case of � < 0 

 

 

 

 

 

 

 

 

 

 

Figure 5.24 Speed Response of System Model with 2PI, State Observer of order 2 and � < 0 incorporating the Novel Conditional Integration Anti-Windup Compensator: a) 

using Speed Set Point Value: 8.2V and b) using Speed Set Point Value: 10 V. 
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5.4.3.3 System Model with 1PI Speed Controller and State Observer of Order 5 

• Case of � = � 

 

 

 

 

 

 

 

 

 

 

Figure 5.25 Speed Response of System Model with 1PI, State Observer of order 5 and � = 0 incorporating the Novel Conditional Integration Anti-Windup Compensator: a) 

using Speed Set Point Value: 8.2V and b) using Speed Set Point Value: 10 V. 

 

• Case of � > 0 

 

 

 

 

 

 

 

 

 

 

Figure 5.26 Speed Response of System Model with 1PI, State Observer of order 5 and � > 0 incorporating the Novel Conditional Integration Anti-Windup Compensator: a) 

using Speed Set Point Value: 8.2V and b) using Speed Set Point Value: 10 V. 
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• Case of � < 0 

 

 

 

 

 

 

 

 

 

Figure 5.27 Speed Response of System Model with 1PI, State Observer of order 5 and � < 0 incorporating the Novel Conditional Integration Anti-Windup Compensator: a) 

using Speed Set Point Value: 8.2V and b) using Speed Set Point Value: 10 V. 

 

5.4.3.4 System Model with 2PI Speed Controller and State Observer of Order 6 

• Case of � = � 

 

 

 

 

 

 

 

 

 

 

Figure 5.28 Speed Response of System Model with 2PI, State Observer of order 6 and � = 0 incorporating the Novel Conditional Integration Anti-Windup Compensator: a) 

using Speed Set Point Value: 8.2V and b) using Speed Set Point Value: 10 V. 
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• Case of �	 > 0 

 

 

 

 

 

 

 

 

• Case of � < 0 

 

Figure 5.29 Speed Response of System Model with 2PI, State Observer of order 6 and � > 0 incorporating the Novel Conditional Integration Anti-Windup Compensator: a) 

using Speed Set Point Value: 8.2V and b) using Speed Set Point Value: 10 V. 

 

• Case � < 0 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.30 Speed Response of System Model with 2PI, State Observer of order 6 and � < 0 incorporating the Novel Conditional Integration Anti-Windup Compensator: a) 

using Speed Set Point Value: 8.2V and b) using Speed Set Point Value: 10 V. 
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5.4.4 Results Interpretation and Discussion 
 
          These results show, for all the system models, that the response is significantly 

improved than when the conditional integration compensator is not used. Also, we 

have a response with highly improved overshoot and much faster settling time, 

irrespective of the value of viscous friction coefficient. These results are equivalent to 

a significant improvement in system’s dynamic and steady-state performance. 

5.5 Study of Drive Performance Sensitivity to Parameters Variation 

          In this section, we want to consider the extent to which changes in system 

parameters affect the behavior of a system through its speed response. Ideally, 

parameter changes due to heat or other causes should not appreciably affect a system's 

performance. In system engineering and design, Sensitivity is the term given to the 

degree to which changes in system parameters affect system performance. Therefore, 

an ideal system has zero sensitivity where the internal parameters variation has no 

effect on its performance. 

          In order to quantify the system’s sensitivity, we first formalize it as being the 

ratio of the fractional change in the function representing the system performance to 

the fractional change in the parameter as the fractional change of the parameter 

approaches zero [41], [151]. That is: 

                              Í»:� = lim∆�→� »��!��8Ç�+	!õ�Ç�&	�Ç	�õ&	��Ç!��8Ç,			»	»��!��8Ç�+	!õ�Ç�&	�Ç	�õ&	����?&�&�,			� 

                       Í»:� = lim∆�→�
∆��∆ùù =	 lim∆�→� �	∆»»	∆�                                              (5.6)  

This reduces to: 

                   Í»:� = �	�»»	��                                                                                    (5.7) 

With Í»:� is the concerned sensitivity function due to parameter variation. 
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5.5.1 Simulation Results  

          To demonstrate the parameters variation robustness of the system performance 

improvement, which has been achieved and mentioned previously, we assume that the 

parameters of armature resistance 5� and load inertia � have been perturbed from their 

nominal values by, respectively, 20 % and 10%. The simulation results showing the 

effect of this variation are given subsequently for each model and according to the 

value of viscous friction coefficient in the following plots. 

 

5.5.1.1 System Model with 1PI Speed Controller and State Observer of order 2 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 

Figure 5.31 Effect of Drive Parameters Variation on the Optimized Performance of 

System Model with 1PI Speed Controller and State Observer of order 2: a), c) and e) 

are Speed Responses under Mini-Max Optimization, b), d) and f) are Responses under 

Mini-Max Optimization and Saturation Account. 
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5.5.1.2 System Model with 2PI Speed Controller and State Observer of order 2 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5.32 Effect of Drive Parameters Variation on the Optimized Performance of 

System Model with 2PI Speed Controller and State Observer of order 2: a), c) and e) 

are Speed Responses under Mini-Max Optimization, b), d) and f) are Responses under 

Mini-Max Optimization and Saturation Account. 

 
 
5.5.1.3 System Model with 1PI Speed Controller and State Observer of order 5 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5.33 Effect of Drive Parameters Variation on the Optimized Performance of 

System Model with 1PI Speed Controller and State Observer of order 5: a), c) and e) 

are Speed Responses under Mini-Max Optimization, b), d) and f) are Responses under 

Mini-Max Optimization and Saturation Account. 
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5.5.1.4 System Model with 2PI Speed Controller and State Observer of order 6 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 5.34 Effect of Drive Parameters Variation on the Optimized Performance of 

System Model with 2PI Speed Controller and State Observer of order 6: a), c) and e) 

are Speed Responses under Mini-Max Optimization, b), d) and f) are Responses under 

Mini-Max Optimization and Saturation Account. 

5.5.2 Results Interpretation and Discussion  

          The plots clearly emphasize the effect of varying the armature resistance and 

moment of inertia on the dynamical behavior of each studied system model. To be 

consistent, the performances of the output speed response for each model and 

depending on the value of viscous friction coefficient are mentioned.  

           Obviously, the simulation results show that the response performance optimized 

using Mini-Max approach or optimized and compensated for saturation nonlinearity 

exhibits a negligible difference with and without parameters variation. This indicates 

the robustness of the achieved performances to the variation of these two most 

important parameters.  
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5.6 Conclusion  

          In this chapter the response of different models in presence of actuator saturation 

is investigated. It has been found that the actuator saturation limits lead to integrator 

windup phenomenon and affect seriously the drive performance by degrading the 

response quality, mainly appearing in large overshoot, large settling time and limit 

cycles that may provoke instability of the system. 

          In order to solve this problem, we have proposed a novel scheme of conditional 

integration anti-windup technique to compensate for the controller saturation and 

improve system’s performance. The simulation results have shown the effectiveness of 

the used technique in enhancing the response quality and improving performance for 

all the studied models, where the response is significantly better than when the 

Conditional Integration compensator is not used. Obviously, we have had a response 

with highly improved overshoot and a much faster settling time, which is equivalent to 

a significant improvement in system’s dynamic and steady state performance. 

          On the other hand, the sensitivity of the system performance to parameters 

variation is also studied, where 20 % of armature resistance and 10 % of moment of 

inertia variations are applied to verify its robustness property. Based on the obtained 

simulation results, the response performance optimized using Mini-Max approach or 

optimized and compensated for saturation nonlinearity exhibits a negligible difference 

with and without parameters variation. This proves the robustness of the achieved 

performances to the variation of these two most important parameters. 

          Throughout this study and according to the obtained simulation results, we can 

say that the viscous friction coefficient has no significant effect on the system’s 

operational performance for all models.  
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General Conclusions and Perspectives  
 
 

          In light of the objectives stated at the beginning, we worked, throughout the 

realization of this thesis, to propose an optimization approach and compensation 

techniques in order to enhance, improve and perfecting the operational performance of 

the PI speed controlled and separately excited DC motor based drive system. The 

intention is to exploit rationally the material resources of the paper and steel rolling 

mill industries, where this drive finds its widespread employment. 

          First, a chosen system models, which are presented as candidates for best 

implementing the DC drive and responding the desired performance requirements, 

have been defined and explored. 

         The dynamic performance of these models is, therefore, assessed and evaluated 

in terms of the indices of rise time, settling time and percent overshoot. In this vein, 

the Mini-Max optimization approach is first applied to achieve improvement in 

dynamic and steady state performances by optimally selecting the parameters of PI 

speed controller or the first PI speed controller for those models where this controller 

is doubled. The simulation results have shown that an improvement in transient 

response characteristics (e.g., rise time, settling time and % overshoot), but with 

significant improvement is that obtained in percent overshoot. These results are 

compared to those obtained with IAE, ISE and ITAE integral-based minimization 

methods. This comparison has shown the superiority of the Mini-Max approach over 

the other methods in giving an important amelioration in system stability margin 

without losing the speed and accuracy performance of the control system’s steady-

state response. 
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          In steel and paper rolling mill industries, the operation of DC drive is usually 

subjected to set point changes and load torque disturbances. In order to study its 

performance under these operational conditions, the models at hand have been 

stimulated using step, ramp, parabolic and higher order polynomial set point changes 

and load torque disturbance for accuracy assessment and evaluation. It is mentioned by 

simulation that, regardless of the viscous friction coefficient value, the employment of 

feed-forward technique enables, from one hand, a full compensation as it eliminates 

the finite value of steady state error produced due to set point changes and hence, 

increases model order of astatism by one. On the other hand, it is concluded, based on 

the obtained results, that the use of such technique did not, in general, satisfactorily 

neither compensate for steady state error nor improve the order of astatism due load 

torque disturbance for the studied models although a bit reduction of the finite value of 

steady state error of these models is achieved. This is understood because of the fact 

that this mechanical parameter variation is inherently accounted for by the use of state 

observer in each model.      

          These drives are also equipped with current limiter to protect against any 

damage of the drive components when abrupt set point change or load torque 

disturbance occur. Unfortunately, the presence of these devices may lead, under those 

conditions, to saturation of PI speed controller output and consequent serious 

degradation in system performance is evident. Therefore, the effect of inherent 

actuator saturation (non-linearity) on degrading the drive’s transient and steady-state 

performances is also studied in this work. It is found that, with saturation account, the 

performance properties of the drive system response are dramatically deteriorated 

although the PI speed controller optimal parameters, already obtained with Mini-Max 

approach, are used. This can be appeared in large overshoot, large settling time and 

limit cycles indicating instability of the system. The simulation results have shown 

these facts with all studied models, where the current limit device is modeled by a 

saturation block added at the output of speed controller. Accordingly, the proposed 

novel conditional integration anti-windup compensation technique has shown its 

efficiency and effectiveness in overcoming these undesired effects and ensuring 

absolute stability of the system’s response. 
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          Finally, the robustness of the system models against parameters variation is 

studied. The sensitivity of system performances, which are achieved using Mini-Max 

optimization approach and those by compensation techniques are tested by taking, 

respectively, 20 % and 10 % variation of armature resistance and moment of inertia. 

The results were excellent in such a way that no effect can be stated regarding the 

armature resistance parameter variation and minor differences are illustrated due to 

moment of inertia variation, which seems to be a little bit exaggerated.  

          Finally, it is noticeable, according to the results of this whole study, that the 

viscous friction coefficient has had a small effect on the achieved dynamic 

performance optimization for all the studied system models. This is particularly 

apparent in the small difference of peak overshoot that has been characterized the 

obtained speed response as it is optimized using Mini-Max approach, this effect is, 

however, not significant. But this is not the case concerning the performances of 

accuracy, order of astatism, saturation nonlinearity compensation and sensitivity to 

parameters variation, where this coefficient has no influence.   

          Overall, regardless the value of viscous friction coefficient, the dynamic and 

steady-state performance as well as the order of astatism of the studied models 

representing the DC drive control system have been improved with better. In contrast 

to the other models, the DC drive system model with 1PI speed controller and state 

observer of order 2 has, however, exhibited better improved performances, which we 

elect it to be implemented.    

Perspectives: 

          These promising results have led us to recommend incorporating the conditional 

integration anti-wind-up technique as well as the feed-forward compensation when 

implementing the PI speed controller and state observer based electromechanical DC 

drive system and using the Mini-Max approach as a simple, practical and model 

identification free optimization method for speed controller parameters tuning.  

          We consider, also, that extending the application of the proposed Mini-Max 

approach as well as the compensating techniques to AC drive systems represents a 

good idea if a future work is going to be done in this subject. 
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Appendices  
 

 
 
 

A. Types of DC Motors  

The different types of brushed DC motors are distinguished by the construction of the 

stator or the way the electromagnetic windings are connected to the power source. 

Regarding the stator construction, hence the way the stationary magnetic field is 

produced in the stator, we distinguish the permanent magnet and electromagnet DC 

motors as two types of brushed DC motors. 

A.1 Permanent Magnet DC Motor 

This type of DC motors is the most common brushed DC motors. It uses permanent 

magnets to produce the stationary stator magnetic field. PMDC motors are generally 

used in applications involving fractional horsepower for their cost effectiveness 

utilization in these applications with the following properties: 

- Linearity of voltage vs. speed performance curve, 

- Linear variation of the drawn current with the developed torque, and 

- Quick response to input voltage changes due to the constancy of the produced 

stator magnetic field. 

However, PMDC motor has the drawback of losing the magnetic properties of the 

permanent magnets over time. 

A.2 Electromagnet DC Motor 

In medium and high power applications, the motor manufacturer has enhanced the 

permanent magnet brushed DC motor by replacing the magnets with electromagnets 

formed from copper windings wound around a stator cores. With this conceptual 

enhancement, the previous drawback of PMDC motor is overcome and it is benefitted 

at the same time with the advantageous properties in its control. Depending on the way 
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the stator (field) windings and armature windings are connected to each other and to 

the source, we distinguish the following types. 

A.1.1  Separately Excited DC Motor 

This is the case of DC motor for which the armature and field windings are electrically 

separated from each other and the field winding is excited by a separate DC source of  

that of armature source. The schematic circuit diagram of separately excited DC motor  

is illustrated in Fig.A.1. 

 

 
 
 
 
 

 
 
 
 

Figure A.1 Separately Excited DC Motor Equivalent Circuit. 
 
 
A.1.2 Series DC motor 

Series-wound Brushed DC (SWDC) motors have the field coil in series with the 

armature as it is depicted in Fig.A.2. 

 

 

 

 

 

 

Figure A.2 Series DC Motor Schematic Representation 
 
 

These motors are ideally suited for high-torque applications because the current in 

both the stator and armature increases under load. A drawback to SWDC motors is that 
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they do not have precise speed control like PMDC and shunt wound (SHWDC) motors 

have. 

A.1.3 Shunt DC Motor 

Shunt-wound Brushed DC (SHWDC) motors have the field coil in parallel (shunt) 

with the armature as it is shown in Fig.A.3. 

 

 
 
 
 
 
 
 
 

Figure A.3 Shunt DC motor. 
 
 
The current in the field coil and the armature are independent. As a result, these 

motors have excellent speed control and are typically used in applications that require 

five or more horsepower. 

A.1.4 Compound DC Motor 

Compound Wound (CWDC) motors are combination of shunt-wound and series-

wound motors as shown in Fig.A.4. 

 

 

 

 

 

 

Figure A.4 Compound DC Motor 

 

Consequently, this type of DC motor employs both series and a shunt fields. The 

performance of a CWDC motor is a combination of SWDC and SHWDC motors, they 
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have higher torque than a SHWDC motor while offering better speed control than 

SWDC motor. 

B. Sate Observer Gain Matrix Parameters 

The state observer is characterized by its gain matrix 2, which is determined 

depending on the order of that observer. In the following table, we give these 

parameters corresponding to zero viscous friction coefficient for each state observer of 

the studied models. 

Table B.1 Parameters of State Observers Gain Matrix Components 

Gain Matrix 

Component  

State Observer 

of order 2 

State Observer 

of order 5 

State Observer  

of order 6 

�ý 12371.4 2584.4 103364 

�þ 13846.8 -213798.0 1.7836*10^7 

�� - 1511.42 8341377 

�� - 47137.1 2930 

�� - 27146.8 71427 

�� - - 33346.8 
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