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Abstract

The need to improve the quality and @enfance of electromechanical drive
control systems is crucial, where the objectiveoigncrease the production quality of
industrial processes and to use rationally ouruess. In order to attain this aim, it is
necessary to improve and perfecting all qualityfgpenance indices of these systems
and maintaining them at the required level.

Separately excited DC drive speed cordystems, especially those used in
rolling mill industries, are characterized by jomiasticity and some aspects of non
linearity. This is mainly due to the long shaft pbog the driving motor and the load,
which causes substantial torsional vibration ireaafsload side parameters variation of
speed and /or torque changes. These inherent fiespean greatly affect the quality
of the rolling material and even influence the Bigbof the used closed loop control
system.

In case of minor changes of these parameters, thBirence on drive dynamic
behavior may be satisfactorily compensated usingvewational speed control
algorithms, such as PI controller, and ensuring ribguired quality and accuracy
performance of the system response. However, tfeetefof substantial parameter
changes and variations, which is generally the t@sthis type of application, can no
longer be effectively compensated by these algostland it is not possible to obtain
satisfactory performance by applying only standand conventional PI controllers.
Therefore, looking for control methods and teche&jaapable of solving the problem
of these applications’ drives and achieving improeat of their performances is
crucial. In this vein, our work consists of applyinthe proposed Mini-Max
optimization approach in conjunction with other gmnsation techniques on chosen
system models to improve and perfecting the perdmicas of an already existing Pl

speed controller based separately excited DC dygeem and increasing thereafter its



order of astatism under variable operational camukt of set point speed change and
load torque disturbance.

On the other hand, these drives areedsipped with current limiter to protect
against any damage of the drive components whempalset point change or load
torque disturbance occur. Unfortunately, the presai these devices may lead, under
those conditions, to saturation of Pl speed cdetrautput and consequent serious
degradation in system performance is evident. Toere the effect of inherent
actuator saturation (non-linearity) on degrading thive’s transient and steady-state
performances is also studied, where the effects®m@and efficiency of the proposed
novel conditional integration anti-windup comper@attechnique is verified for this

purpose.

Key words: Mini-max Optimisation Approach, Double Pl Speedn€oller,

State Observer, Order of Astatism, Anti Wind uptu&asion, Control Performance

Quality.



Résumé

“ Optimisation Paramétrique des Systemes de Comntaedtiique a Régulateurs Pl
et Observateurs d’Etat sous I'Influence de la ncVisqueuse, par I'’Approche

Minimax’

Le probleme du perfectionnement des équipesneinties technologies dans
le but d’améliorer la qualité de production et djmenter la productivité et
I'utilisation rationnelle des ressources est I'wies priorités primordiales en industrie.
Sa résolution est impossible sans I'améliorationgpessive de tous les indices de
performance de la qualit¢ de commande des syst@&ieesromeécaniques et des

processus industriels et leur maintien au nivegquise

Les systemes électromécaniques d’entraineraeritase des moteurs a
courant continu sont largement utilisés dans, @aiéirement, les laminoirs industriels
pour les métaux, les laminoirs a papier, a verrdc..[@ans ces industries, ce systeme
de commande en vitesse est caractérisé par sditigdaavec quelques aspects non
linéaires dds principalement a la longueur de farlant le moteur d’entrainement
avec la charge mécanique. A cet effet, des vibratigrennent naissance pendant le
fonctionnement sous la présence d'une variationcbangement des parameétres
extérieurs de vitesse de consigne et/ou du coupléaccharge. Ces conditions de
fonctionnement ont certainement une influence augdalité du produit ainsi que les

performances du systeme de commande utilisé.

Dans le cas ou ces variations paramétriques sgatds, leur influence sur le
comportement dynamique du systeme peut, d'une meangatisfaisante, étre
compensée par les algorithmes de commande conmeatfotels que le correcteur PI.
Mais cette compensation devient insuffisante, loesges variations de vitesse ou du

couple de la charge sont importantes, ce qui pague mux performances du systeme.

iv



Par conséquence, les chercheurs dans ce domainay développer des méthodes et
des techniques capables de résoudre ce problementteande et améliorer ainsi les
performances de ces systemes, ce qui représentassume primordiale pour le

développement technologique.

Ce travail s’insére dans le cadre de I'exploitatrationnelle des ressources
matérielles des industries, des difféerents typesydéemes de régulation de vitesse en
cascade a courant continu, utilisant des régulst®irou PID, ou on a proposé
d’'optimiser les parametres de ses régulateurs jagprbche MiniMax, en la
comparant avec d’autres techniques de perfectioangraur des modeles choisis, en
vue de réaliser une amélioration et un perfectiorere des performances et
augmenter l'ordre d’astatisme de ces systemes dlgan fonctionnement selon les
conditions de variation ou changement de la vitekseonsigne et le couple de la

charge.

Par ailleurs, une étude approfondiealiéorobleme de la stabilité en présence
de la limitation en courant par la non linéaritétigation” a été exposée. Cette
limitation, précédemment introduite, conduit a wmportement non linéaire, lorsque
la boucle de courant se sature, en fort signal peuwras d’'un systéme a un seul
correcteur Pl et en faible signal pour le cas d@amrecteur Pl double, ce qui provoque
I'apparition de fortes oscillations, voire des @glimites instables. Pour pallier a ce
probleme d’instabilité, une solution a été proposaes forme de schémas de structure
et de principe, qui peut étre utilisée en casidédtion en courant pour la classe des
systémes de régulation de vitesse en cascade aveambre d’intégrateurs variable,

assurant ainsi une stabilité et une qualité de cana® optimale.

Mots clés:Approche Minimax, Régulateur de Vitesse Pl, Obstewr d’Etat,

Ordre d’Astatism, Saturation, performance et gaalé commande.
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Chapter 1

Introduction

1.1 Motivation and Background

The development of high performance madoves is very important in
industrial as well as other purpose applicationsnésally, a high performance motor
drive system requires good dynamic speed controturate tracking and load
disturbance responses. In spite of the developoiepbwer electronics resources that
has reinforced the position of AC motor drives e tindustrial market, the direct
current (DC) motor drives are also becoming moi rmore useful insofar because of
their simplicity, ease of application, high religtyi flexibility and favorable cost, and
they have long been a backbone of an extensivadg laeld of industrial applications
[16]. particularly, the superiority of torque-speetharacteristics offered by the
separately excited DC motor, which provide excé¢llgreed controllability regarding
the precise, wide, simple, and continuous contnalracteristics; have made this type
of motor drives still employed in a multitude oflustrial and manufacturing processes
such as pulp, paper and steel rolling mills, comvey mining, robotics, electrical
traction and other applications where speed andi@oscontrol of the motor are
required [2]. This motor is used, however, to drivecoupled load characterized,
generally, by an inertig viscous friction coefficient3 and load torqué; .

Regarding the extensive employment o$ehelectromechanical drive systems,
the need to improve their control quality and perfance for these industrial
applications is crucial. The objective is to in@edhe production quality of industrial

processes and to use rationally the material resswf these industries.



Designing a speed controller of desiredggmance characteristics represents,
therefore, an essential issue in achieving thegectbes. Traditionally, rheostatic
armature control method was widely used for spewdrol of low power dc motors.
However the controllability, cheapness, higheroggficy, and higher current carrying
capabilities of semiconductor static power convertearought a major change in the
performance of speed controlled electrical DC drivdhanks to this advanced
technology, and exploiting the speed controllapilitotential features, the desired
torque-speed characteristics of DC motor could bevachieved and its speed can be
adjusted to a great extent so as to provide eastyat@nd high performance. Several
control techniques and algorithms are currentlylalbe and can be utilized to control
the speed of DC drive system, including conventidtraportional plus Integral (P1),
Model Predictive Control (MPC) [1], Adaptive [2,,3ptate Space Optimal Control
schemes [4] as well as novel Neural Network (NNJ &azzy Logic (FL) [5, 6, 7, 8,
9]. A hybrid combined speed controllers are alsailable such as PID-Neural
Network, PID-Fuzzy Logic and Neuro-Fuzzy contral¢to, 11, 12].

Among this multitude of techniques thah de used to control the speed of DC
electromechanical system, the Proportional — latlegrDerivative (PID) or its option
(PI) controller is still operating the majority mfdustrial control systems in the world.
It has been reported that more than 95% of theralbets in the industrial process
control applications are of PID type [13] as noewstbontroller matches the simplicity,
clear functionality, applicability and ease of usitered by this type of controller.
Consequently, The Pl (D) controller now is used foost of industrial control
problems, not only implemented in motor drive sgsebut also extends to include
process control, automotive systems, flight conirdtrumentation, etc., and it comes
in many different forms; as standard single looptaaler, or as a software component
in programmable logic controllers and in distrimut®ntrol systems [14].

DC drive systems, especially those usedralling mill industries, are
characterized by joint elasticity and some aspefttson linearity. This is mainly due
to the long shaft coupling the driving motor ané tbad, which causes substantial

torsional vibration in case of load side parametensation of speed and /or torque.



These inherent properties can greatly affect tlaityuof the rolling material and even
influence the stability of the used closed looptoarsystem.

In case of minor changes of these pammetheir influence on drive dynamic
behavior may be satisfactorily compensated usingve&ational control algorithms,
such as PI controller, and ensuring the requiredityuand accuracy performance of
the system response. However, the effects of sumtgparameter changes and
variations, which is generally the case for thigetyof application, can no longer be
effectively compensated by these algorithms andsitnot possible to obtain
satisfactory performance by applying only standard conventional Pl controllers.

In order to treat this control problem, two pergpes are found. The first perspective
consists of changing completely and replacing tlagsical cascade structure of the
control system under the conventional Pl speed rolbet; whereas the second
perspective proposes to find control techniques #iter modification to classical
control structure so it matches the control probtequirements.

Regarding to the first perspective anadldition to the above stated numerous
control alternatives other than Pl based cascad&atastructure, which are proposed
to handle these inherent system’s characteristlos, artificial intelligent control
schemes have been widely employed to handle thelrh@ inherent characteristics
and achieving an important improvements of its m@rnperformance. These control
methods represented by the design of Fuzzy logitralber, neural network controller
or the combination of the two, are strongly propgbss an attempt to solve the
problem of controlling the speed and/or positionD& drive systems which present
difficulties of their modeling or those charactedz by load changes, parameters
variation and high nonlinearity such as frictiondasaturation [117, 119]. These
methods, although they allowed achieving perforreamaprovement of nonlinear
systems and they are justified to be robust agamstlel parameters variation,
uncertainties and input disturbance changes claracg these systems, they are
either theoretically more complex or involve ditfites when they are being
implemented. For this reason, some researchers éndeasively worked; instead, to

alter modification on the Pl based conventionablisek control system structure in



order to design a robust controller capable of camspting for torsional vibrations
effects of the underlying drive system and ensuitsigigh operational performances.

In addition to the employment of digifdters to avoid modal excitation of
abrupt change of external disturbance of load ®rguspeed reference, the insertion
of additional feedbacks from selected state vagmlthat characterize the torsional
torque, load speed and /or disturbance torque septe the more advanced method
used in view of this perspective [38, 39]. The mdmawback of this technique,
however, resides in the fact that the direct feekbdrom these mechanical variables
are very often difficult, cost effective and, aeault, reduces the system reliability. To
solve this latter problem, many methods have beesegmted in the literature, which
are based on the estimation of the mechanical gtaiables rather than feeding them
back in the control structure. This is basicallypsisted of designing a state observer
(state estimator) where the Kalman filter is thestkmown in this field [40].

Regarding the DC motor drive system, design and implementation of state
observer technique represents the best choicentoreason that it preserves simplicity
and cost effectiveness of the whole control systEms method has, in fact, brought a
great enhancement and amelioration to DC driveopmdnces and has solved to a
great extent the problem of load side non measargalrameters variation and
changes. But when it is used with a conventionatd?itroller to control the speed of
DC motor drive system, it is argued that the spesgponse transient and steady state
performance properties (peak overshoot, rise tsatling time and steady state error)
are not as good as it is desired. This problembeaattributed to the fact that when the
PI controller operates with its fixed parametetdails to respond to desired process
specifications and performances as the operatirej t& the external conditions move
away from the original design, thus the controlparameters have to be tuned
allowing the process to bept at its desired operating performances. Spati@htion
has been given to this topic since long time, whesearchers have worked to find
simple and practical tuning methods for this widelyployed controller. Broadly
speaking, Pl and PID tuning methods can be classifito the following categories:
trial-and-error feature-based methods, analyticathwds and optimization methods.

Under these categories, plenty of techniques artiads are reported in the literature.
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In 1942s, Ziegler and Nichols [54] have megd the first and most utilized
method for selecting the parameters of PID cordrddlased on a few features of the
process dynamics that are easy to obtain experaitgnin 1953, Cohen-Coon [45],
[55] has proposed his method based on the sameimegots used by Zeigler and
Nichols, but with an additional parameter used POD settings. The poor results
obtained using Zeigler—Nichols method was the nedsp an intensive research done
in the subject, resulting in new techniques. Thi&aRé&edback method, proposed by
Astrom and Hugglund [58, 59, 60] for automating Zeegler and Nichols procedure is
one of these technigques. Besides, the internal hamiérol (IMC) is considered to be
the most popular among the analytical methods§6466].

Recently, tuning methods based on optitiwraapproaches, with the aim of
ensuring good stability and robustness, have redeattention in the literature. Some
of these are the Extremum Seeking (ES) algorithdj f&sed on optimizing an error-
based cost function generating the optimal Pl (&ameters. The same approach is
used in the Iterative Feedback Tuning (IFT) mettiéd, 73, 74], with the only
difference being the number of step response axaits required per iteration for
determining the optimal controller parameters.

Many papers have also shown the utilimabtf the so called minimum criteria
methods [75, 76, 77, 78, 79]. These are based nmmming the mathematical criteria
such as integral of error (IE), integral of abseldrror (IAE), integral of time
multiplied by absolute error (ITAE), integral ofisaye error (ISE) and integral of time
multiplied by square error (ITSE) to find the optim controller parameters. In [94,
95, 96, 97], Genetic Algorithm, Particle Swarm @p#ation, Fuzzy Logic and Neural
Networks are also presented as a soft computingadifttial intelligent methods and
algorithms of optimally tuning the parameters dDRlontroller and enhancing system

performance properties.

Besides the problem of finding the optimal PI tcoller parameters, which
highly improve the performance of Pl based consygdtems, the substantial change
and variation of set point and load torque charagtey, particularly, the operation of
Pl based speed controlled DC drive employed in papéd steel rolling mill industries
render this conventional controller unable alondrémk accurately these variations
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and preventing, therefore, the deviation from tasiéd performance. In order to cope
with this problem, a lot of work has been done bgngnresearchers to find control
methods and techniques that are capable, in campanaevith Pl controller, of
achieving accuracy performance improvement of theadled systems under variable
input reference conditions. Consequently, many odsgtare proposed in the literature.

The proportional gain method [41] is traditionallged to improve the accuracy
performance of a closed loop control system byeasing its loop gain. This method,
although efficient of lowering the speed resporteady state error, it degrades the
system’s transient performance by increasing theegme overshoot. The integral
control method is also applied in [110] to imprdxa@h systems’ order of astatism and
accuracy by modifying the control structure andiagdntegral terms in the forward
path of the control loop. The main drawback of tmethod is that these added
integrators may lead to instability of the systdéman attempt of ensuring stability and
desired tracking performance, the Sliding Mode @ir{(SMC) is used alone in [113]
and with Pl controller in [111, 112]. This robustdasimple control technique is
adaptively applied in [114, 115] to compensate rhaoteertainties of flexible-joint
manipulator nonlinear dynamic systems and obtainémg accurate steady state
response with zero error. These SMC based metladitieugh efficient and robust,
they suffer from chattering problem which has tebminated.

Recently, the intelligent control methools NN and hybrid Fuzzy-NN are,
respectively, applied in [116] and [118] to adaplyvimprove both robustness and
accuracy performance of induction motor speed obnsiystem under variable
reference input signal. Regarding the achievedsfsatory results, these control
methods are also applied for the same purposeeospited and position controlled DC
motor drive system [117], [119]. The feed-forwardmpensation is an alternative
approach, also employed in different engineeriranbines to enhance the quality and
performance of control system subjected variabteraal operating conditions. Using
this approach, many techniques exist in literatmeong which, we find the Neural
Network (NN) based feed-forward method, used ir0[1i®» ameliorate the accuracy
performance of PID based nonlinear control systeanaracterized by an input

disturbance. The Fuzzy logic control combined viAttcontroller has also been used in
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[121] as a feed-forward compensator to improve dhready implemented sliding
mode based positioning control system. Other feeddrd based compensation

techniques are studied in [122].

As far as the Pl based speed controll€ ddive system is concerned, the
inherent nonlinear characteristics such as saturadaind friction could degrade the
whole performance of that system [123], [124]. hdey to deal with this problem,
which is caused by the integrator wind-up phenomemaany anti-windup schemes
are proposed to be used with Pl controller for cengating saturation nonlinearity
and overcoming performance deterioration of thevedrsystem. Thanks to these
compensators, Pl controller is, now, able to sostdath these practical issues and is
still the bread and butter of any automatic consiydtem. In [134], [135] and [136],
the Limiting Integrator anti-windup technique isedsto reduce the effect of integrator
wind up due to saturation of Pl speed controllére Echeme basically consists of
feeding back the integrator output through a demtkeawith a high gain in order to
reduce the integrator input and guarantees an tiperia the linear range. This has
one drawback mainly due to the mismatch between stteiration element and
integrator dead zone limits which may lead to theitependent operation and hence
provoking overshoot or undershoot in system’s raspo The tracking back
calculation, firstly proposed by Fertik and Ross37JL is another anti-windup
compensation technique which is based on the @diouol of the difference between
the saturated and the unsaturated control inputal8gand generating the error
feedback signal. The value of this latter is beunged to control and reduce
progressively, in case of saturation, the valuenBdgrator term through a properly
chosen feedback gain constant [22], [127], [1389,1B40, 141]. In general, this
method can, conveniently, be applied for procesdesre the instantaneous reset of
the integral term is not crucial. To overcome thisadvantage, the conditional
integration anti-windup technique is slightly diéat scheme, which is applied to
inhibit integrator action of the controller whenewaturation state is occurred [141],
[144, 145]. This scheme, although it allows an irdrate disabling of integration
process when saturation occurs, it is criticizedha¥ing the disadvantage that the
controller may get stuck at a non-zero control reifrdhe integral term has a large
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value at the time of switch off [22], [148]. Howeyéor some applications with large
change of set point, this anti-windup compensatay fme more appropriate, where,
the reader can advisably refer to [149], [150]rfmre details.

This extensive and huge effort has, itt,feepresented the background of our
work and motivated us to propose novel optimizaapproaches and methods either
for tuning the PI controller parameters or dealmigh some aspects of DC drive
inherent properties affecting its required perfanoes. In view of this idea, our work
is basically about perfecting the performances of aready existing Pl speed
controller based separately excited DC drive sysient can be stated in the following
scope and objectives.

1.2 Scope and Objectives of the Thesis

Mainly this study is about proposing soopéimization methods and techniques
to achieve more improvements and perfection in apey transient and steady state
performances of state observer based Pl speedotiedtDC drive system, which
extensively used in rolling mill industry. There¢oitypical observer based models are
being investigated and studied for this purpose.

The proposed novel Mini-Max optimizaticapproach is first applied to
optimally select (tune) the parameters of the Respcontroller. The objective is to
achieve improvement, particularly, in dynamic periance properties such as:
percent overshoot, rise time and settling timeorlter to justify the superiority of this
method, these improvements are compared to thdsénet using the integral based
minimisation criteria.

In order to fulfill the high accuracy afakt response requirements of Pl speed
controlled DC drive system when operating undegdadlisturbance changes of speed
reference and load torque, a transfer function ddsed-forward compensator is
proposed as an efficient control technique to fotltee drive speed to accurately
respond with higher order of astatism to the chdngput reference and load torque
disturbance.

Regarding the presence of actuator s&aras an inherent nonlinear property

of DC drive system and in order to cope with theoses degradation of its both



transient and steady state performances due tat&jrator windup phenomenon, a
novel conditional integration anti-windup compersatscheme is proposed and
applied.

At the end, we verify the robustness affdctiveness of utilized optimization
approach and control techniques. This is, hopefabne by analyzing the response

sensitivity of the system against some system petens variation.

We have to point out that throughoutwhele of this study, special attention is
given to exploring and makes clear the effect afcous friction coefficient on
performance improvement of DC drive system. It @atinuous effort to that done in

[15], in which the viscous friction coefficient wasglected.

1.3 Contribution

The contribution of this work consiststire fact that the obtained simulation
results have shown that the proposed Mini-Max oj@tion approach in conjunction
with the incorporation of the feed-forward contredchnique and conditional
integration anti wind up compensator are effeciiveachieving both dynamic and
steady state performance improvement of a widedyl &l speed controlled DC drive
system in paper and steel rolling mill industridhese improvements of control
system performance have, indeed, an explicit impagbroduct quality improvement
of these industries, where control solutions areallg required to attain this aim.

In attaining this end, a part of the warks a topic of research project within the
Laboratory of Automatic and Informatics —Guelma (GA at university of Guelma
and which is entitled as Gontribution in Improving the State Observer-Based
Electric Control Systems under the Influence of Pagve Damping Friction».

Around these achieved results, our contribution, haldo, illustrated through the

participation in the symposium days of « Journéedes Signaux et Systemes » (JSS)

by the following themes:

» « Comparative Analysis of Different Analytical aRdrametric Methods of
Optimization of Cascade Systems », 3-rd da}&8’08, L.A.I.G. Laboratory,
University of 08 May 1945 of Guelma, July 2008.

» « Parametric Optimization of PI/PID Based Contrggt®m using Mini-Max
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Approach: Literature Overview »1%2day of Electrical Engineering Ph-D.
Students, University of 08 May 1945 of Guel®at. 2008.

* « Dynamic Performance Improvement of DC Servo Systeith Reduced Order
State Observer using MiniMax Approach$ dhy of JSS'10, L.A.I.G.
Laboratory, University of 08 May 45 of Guelmdgeria, April 2010.

» « Performance Improvement of double Pl Controlksdd Non Linear
Regulatory Systems »1%2JSS'11, L.A.l.G. Laboratory, University of 08 May
45 of Guelma, Nov. 12, 2011.

Finally, the main results are resumed tie paper under the title of
«PERFORMANCE IMPROVEMENT OF MINIMAX OPTIMIZED PI
CONTROLLER-BASED DC DRIVE SYSTEM WITH ACTUATOR SATRATION
» and published by ACTA Press in the Journal oft@dmand Intelligent Systems, Vol.
42, No. 4, 2014.

1.4 Thesis Structure

Based on the above mentioned issuegh#s is organized, in addition to this

introductory chapter, with four chapters as itesailed in the following:

Chapter 2. Description of Separately Excited DC Drne Control System
In this chapter, we will discuss in details the Vehstructure of the DC drive
system model that is being studied and analyzedddormance improvement
and perfection.

Chapter 3. DC Drive Dynamic Performance Optimization using Mini-Max
Approach
We devote the content of this chapter to study andlyze the dynamic
performance properties and its relation to theildglof our state observer Pl
speed controlled DC drive system, where, we propdiseMax optimization

approach to improve these performance charactevisti
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Chapter 4. Improving Accuracy Performance and Orderof Astatism of DC Drive
using Feed-Forward Compensation
The intention in this chapter is to study and inigede the steady state
performance of the different system models in raspdo input reference and
load torque changes, where an appropriate feedaforaompensating transfer
function is applied to enhance their order of @statwithout inserting
additional integrators in the forward path of thesed loop system and
therefore achieving improvement of the correspomdiiacking error accuracy

performance.

Chapter 5. Effects of Nonlinearity and Parameters ¥riation on System
Performance
We discover in this chapter the behavior the daifiersystem models when
they are subjected to actuator saturation noatie The phenomenon is
known as integrator windup, which is highly pronoed when the PI
controller is used to control the speed of the D@edsystem. To overcome
the consequent degradation in system performanees, propose the
conditional integration anti-windup compensatiochi@que. Furthermore, the
sensitivity of the achieved dynamic and steadyesgrformance of the

system against parameters variation is also stuatidcanalyzed.
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Chapter 2

Description of Separately Excited

DC Drive Control System

2-1 Introduction

Separately excited DC motor is the tgpelectromagnet brushed DC motor for
which the armature and field windings are elecliycaeparated from each other,
where the field windings are excited by a DC soweparate of that of armature
source. Although it exhibits some drawbacks wheadus various power range
industrial applications such as high maintenancquirement as well as its
unsuitability to operate in explosive environmeoedo commutators and brushes, it
presents, on the other hand, some precious adentgh as: simplicity, ease of
application, high reliability, flexibility and favable cost. Moreover, the excellent
speed controllability feature regarding the precigagde, simple, and continuous
control characteristics; have made this type of @Gtor drives still employed in a
multitude of industrial and manufacturing processash as pulp, paper and steel
rolling mills, conveyors, mining, robotics, electl traction and other applications
where speed and position control of the motor arpiired. In this chapter, we will
discuss in details the whole structure of this D@eld control system that is being

studied and analyzed for performance improvemethipanfection.
2-2 Dynamic Model of Separately Excited DC Motor

The control of SEDC motor and analyzitsgperformance within a drive control

system require, in most cases, the knowledge ah@thematical model. In order to
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build this model, an equivalent electrical circtor the SEDC electromechanical

system is assumed in Fig. 2.1 [16].

Uy, Vy

Figure.2.1Equivalent Circuit of Separately Excited DC Mobased

Electromechanical System

The physical parameters appearing in the circhiese are defined as follows:
R¢: The winding resistance of the field circui)( L: The winding inductance of the
field circuit (H). ir, I;: are respectively, the instantaneous and steady strrents of
the field circuit (A).v., V;: are, respectively, the instantaneous and stetatly applied
field voltages (Volt).R,: The resistance of the armature circal).(L,: represents the
inductance of the armature circuit (H), I,: are respectively, the instantaneous and
steady state components of the armature current €A}, are respectively, the
instantaneous and steady state armature inputnarmobltages (Volt).e,, E,: are
respectively the instantaneous and steady statk Béctromotive force (e.m.f)
voltages (Volt).T,: is the developed electromagnetic torque (N4m,): is the motor
speed (rad/sec).

The DC motor is used to drive a mechdnazd, which is characterized by the
following parameters:
J : which represents the load and motor moment eftien (Kg.nf). T,: is the load
torque (N.m).
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In Table 1, we present the physical patans values which characterize the

utilized separately excited DC motor with the cep@nding coupled load.

Table 2.1Parameters values of DC Motor base Electromechb8istem.

w,, | Rated Motor Speed 157 rad /s
Vg Rated Terminal Voltage 440 V

R, Armature Resistance 0.08y

L, Armature Inductance 6.873e-3 H
] The Rotational Load Inertia 20 kg'm

K, Back E.M.F Voltage Constant 2.68 V.s/rad
K, Electromagnetic Torque Constant 2.68 N.m /[ A
T, Nominal Load Torque 1070 N.m

The above simplified representation of the SEDC amdiased electromechanical
system mention that it consists of two indepena&cuits, armature circuit and field
circuit with the load is connected to the armatetireuit. As shown, two voltages are
separately applied to each of field and armaterenihals, which results in two
flowing currents known as field curremt(t) and armature current, (t).
Basically, when the SEDC motor is excited by adfielirrentic, an armature currem
flows in the circuit. As a result, a motor back d.me, is induced and an
electromagnetic torqué, is developed to balance the load tordueat a particular
speedw,,. The exciting field current; is independent of the armature currépt
because the two windings are supplied separatéligchameans that any change in the
armature current has no effect on the field curf&nk

By referring to the schematic model & #lectromechanical system mentioned
in Fig.2.1 and using the Newton’s law combined witk Kirchhoff's law around the

two circuit loops, the mathematical model of theteyn describing both electrical and
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mechanical characteristics can now be derived tateds in the form of differential

equations.
2-2-1 Electrical Characteristics of SEDC Motor

By applying Kirchhoff's voltage principkround the armature and field circuits
of the dc motor; we obtain the following two diféetial equations, which describe its

dynamic electrical behaviour:

Lay o (1) (2.1)

v, = R,i, + L, —
— P diy

The back electromotive force, EMF voltagg(t) is induced by the rotation of the
armature windings in the magnetic field due tofibl excitationi,(t) and it acts in
opposition to the current that produces the motidns back EMF is related to the

motor shaft angular speed,, (t) by a linear relation given by the expression:

ep(t) = Ko () wp (1) (2.3)

whereK is a constant an@(t) is the field produced air gap flux proportionalthe

field current as it is expressed by the relation:

From equations (2.3) and (2.4), the back e.m.fagdtis expressed as a function of

field current and motor angular velocity as:

ep(t) = KKpip () i (t) = Kpip () w0, (2) (2.5)

With K, = KK is the motor back e.m.f voltage constant (in Va&ifs) [17].
Therefore, equation (2.1) becomes:
Vo = Ralg + Lo 22 + Kyip (D)0 () (2.6)

d
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2-2-2 Mechanical Characteristics of SEDC Motor

By performing the energy balance on tleeteomechanical system and using
Newton's second law, the mathematical model desgibthe mechanical

characteristics can be derived in the form of défeial equation as follows:

ST =jLm 2.7)

at
If the load torque is denoted By, equation (2.7) becomes:

dom 1
% = 7(Te — Tyiscous — T1) (28)

With: T, being the electromagnetic torque developed by @Dit@ motor and is
represented by the torque equation (2.9), whiclplesuthe mechanical torque to the

electrical armature current as:
Te = Ktif(t)ia(t) (2.9)
WhereK; is the motor torque constant in (Nm/A). In SI usystem, we have [18]:

Tyiscous 1N €quation (2.8) represents the viscous frictiorgue, which models the
frictions due to motor brushes, bearings, gears[Et, 19]. To maintain the linear
aspect of system model, this is the only frictiorque type of the motor considered in

this study and is modeled to be linearly proposido the motor angular speed as:

Tyiscous = Bwm(t) (2.11)

Special attention is given, in fact, to this tydefraction torque throughout this work,
where its influence on the performance of the whsystem is investigated by
considering positive and negative values of viscdustion coefficient £ (in

N.m.s/rad) rather than neglecting its effect visuasing this coefficient equals zero.
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Taking this important mechanical parameter intcoaot, when substituting equations
(2.9), (2.11) in (2.8), we obtain the following fdifential equation that models the
mechanical characteristics of the separately ex&€ motor [20].

dwr(t)

Kiir(0)ia(t) =] ——+ B, (t) + T, (2.12)

The equations (2.2), (2.6) and (2.12) model complethe electrical and mechanical

dynamics of SEDC motor based electromechanicaésyst

2-3 Block Diagram Representation of SEDC Motor Based Ectromechanical

System

The block diagram representation of SEBGtor based electromechanical
system is built from the interaction of the equiasi@2.2), (2.6) and (2.12) in the time
domain as they are rewritten in s-domain. Usinglaeg transform, the following

corresponding set of equations is obtained:

Va(s) = (Ra + SLa)Ia(S) + Kblf(s)wm(s) (213)
Kile ()Io(s) = (B + sDwm(s) + T, (2.15)

From equation (2.15), the rotational motor speezkgessed as:

() = || [Kelp($)La(s) = Ty] (2.16)

B+s]

From equation (1.13), the armature current is esqme as:

I(8) = [——] V() = Kyl ()0 (5)] (2.17)

Rq+sLg

And from equation (2.14), the field current is givas:

_ V)
If(S) = (Rf+Lf S) (218)
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By implementing equations (2.16), (2.&nd (2.18), we obtain the following

block diagram representing the SEDC motor basedrelaechanical system model in

s-domain.
T
Te(s)
Va(s) 1 Ia(s) 1 wm(s)
X >
; R+ Ls| ] LK > B+]s
Vf(S) 1 If(s)
Ep(s) )
X e K, <

Figure 2.2Block Diagram of SEDC Motor based Electromechdrfiystem under

Variation of both Field and Armature Currents

2.3.1 Suitable Block Diagram Representation

As far as the speed control of the etentchanical system is concerned, this
block diagram shows clearly that the speed of tbeontan be varied either by:
a) Controlling the field current (flux), also known fsld flux control method, or;
b) Controlling the armature voltagé(s), also known as armature voltage control

method.

The first method is due to the fact that the rotadl speed of the motor is inversely

proportional to both field current and flux, assiexpressed by:

Wy X — K — (2.19)

In this method, the armature input voltage is naandd constant at its rated value and

the rotor speed is changed by varying the fieldhttias ¢ andi;. By weakening the

field quantity, the motor speed can be increasgdnthe nominal value, however, it

can be decreased by progressively strengtheningfighe flux providing to not

exceeding the maximum rated flux value for the weasf saturation. Due to this
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restriction, this method of controlling the motpesd becomes not suitable for desired
speeds below the rated (nominal) value [6].

The second method of controlling the tioteal speed of separately excited DC
motor is the result of the fact that its speedireally proportional to the armature
input voltage according the expression:

Wy, X (Vg —R,i,) (2.20)

When applying this method, the field quantity isim@ned constant and the motor
speed is changed via armature voltage variatiomafure control is limited in speed
by the limited magnitude of the available dc suppbitage and armature winding
insulation. Therefore, if the supply dc voltagevagied from zero to nominal value,
then the motor speed can be controlled from zemotainal value, which makes this
method ideal for required operational speed frono ze rated value. These two ways
of varying the speed of DC motor are explainedhgygraph illustrated in Fig.2.3.

v

Armature voltage

« —>»<«— FiddFlux Control —»

Rated
Speed

Figure 2.3Combined Armature Voltage and Field Flux Speedtfobiof Separately
Excited DC Motor
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Based on this theory, the appropriate whyarying the motor speed can be
chosen depending on the application requirements.tb this fact, throughout the rest
of our development, the focus will be on the armaitoltage control that matches the
rolling mill industries speed control requireme@onsequently, the block diagram
representation of the separately excited DC motmell electromechanical system

considered in this study will be that depicted ly. 2.4.

Ty

Va(s) T ] Te(s) T @m)

+ R, + Lgs + B+]s

v

Ep(s)

Figure 2.4Block Diagram of SEDC Motor Electromechanical Systender

Armature Voltage Control only.

Many forms of transfer function can berivied using this block diagram.
However, as far as the motor speed is controlladhe variation of armature voltage,
the system can be represented by the followingrskooder transfer function relating

the input armature voltagg, (s), and the output rotational speed, (s):

Kt

wm(s) LaJ
= Ra B RaB  KpK (B2
Va(s) s2+ (ﬁ+7) s+ (_Li Tt Ll; ]t)

Alternatively, we can write the above transfer fume as follows:

wm(s) _ Kp
Va(s)  RaB(1+745)(1+Tm )+KeKp 42)

With: t, = ;—“: is the armature time constant in [s] and;
a
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Ty = é: is the mechanical time constant in [s].

2.4 State Space Representation of SEDC Motor

The electromechanical system used in study is characterized by several
inherent properties such as: set point and loadurtiance changes, parameters
variation, nonlinearities, etc. in order to meeg tthesired operational performance
specifications of accuracy and stability robustn@sgs need to take into account these
characteristics when designing the appropriatelfaekl controller. Therefore, for the
purpose of designing an advanced control systemgtable of satisfying the desired
performance specifications, the state space remesmn of the DC motor based

electromechanical system can be given by the fatigwtate equation:

a1 | w1 w0
ol =| Mwm(t) _1|ln (2.23)
]
And the output equation:
0 iq(t)
W (8) = ”m(t) (2.24)

With:

[i,(t) w,(t) ]isthe state variables vector;
[wn (t)] IS the output vector of single element, and;

[v,(t) T,(t)]is the input vector of the system.
This state space representation is the basis mrd#sign of state observer based

feedback control system of the electromechanicstesy used in this work.
2.5 Speed Control Structures of SEDC Motor

Due to its precise, simple, and contirmua@ontrol characteristics [21], the
separately excited DC motor is extensively emplayeiehidustrial drives. Particularly,
the control of the position or/and speed of thistanavith high accuracy and good
dynamic response is an important issue and higgdyested. On the other hand, the
advances achieved in the field of power electroni@s/e brought significant

improvements in its operational performances, whbeamotor is necessarily being
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used with the power electronic converter when dperaunder variable speed is
required. Using this mechanism, two structures hisprically, presented to control

the speed of DC motor.
2.5.1 Open Loop Speed Control of DC Motor

Generally speaking, the speed contrdDGf motor drive consists of taking the
signal representing the set point speed and drithviegmotor to run at that speed.
Historically, this is performed using either figlelsistance control or armature voltage
control method, which are open loop methods. Thkl fcontrol method consists of
maintaining constant the armature voltage and wgryhe field excitation current via
an insertion of variable resistance in series \hth stator windings, whereas in the
armature voltage method, the field flux is held stant and the variation of motor
speed is accomplished proportionally by increasindecreasing the armature voltage.
Due to the advances achieved in power electrobiod) of the above methods can
now implemented via open loop control structuren@s rheostatic technique with the
static converter. The main scope of applicatiortheg structure is in drives where an
exact speed control is not essential [22]. Howeweindustrial applications such as
rolling mills, where the drive response requiresaaourate tracking of the set point
speed and high operational performance of stakality robustness against reference
and load disturbances, the system operation unmisr lmop control structure becomes

unsatisfactory and the closed loop control schenmeandatory.

2.5.2 Closed Loop Control of DC Motor Speed

Modern industrial drives are required gresent relatively high dynamical
performance. Particularly, they have to achieveaéfierence signal tracking accurately
and with fast dynamics. At the same time they havensure the system stability and
robustness in all circumstances. In order to satisfily meet these requirements, the
closed loop (feedback) structure of speed conyrstiesn is designed.

The basic feedback loop structure which is usediapdemented for the purpose of
controlling the speed of DC motor is depicted ig.F2.5.

As it is illustrated in the figure, thead feedback control scheme is of cascade

structure; which consists of an outer loop for tioteal speed control and an inner loop
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for the armature current control. The speed caletrah the outer loop, uses its output
as a reference for the current controller, whetbascurrent controller, in the inner
loop, uses its output as an input to the pulsehwdbdulated (PWM) generator that
controls the motor input voltage.

Wmref Speed _Iaref- Current
».]g Controller Controllel

Current
Sensor

Speed
Sensa

Figure 2.5Cascade Structure of SEDC Motor Feedback Speettdftwoop.

2.5.2.1 Current Controller in DC Drive System

In DC drive control system, as for angotfic drive, the need to control the
current in motor armature is crucial because thehawical time constant is very large
compared with electric time constant. Consequentlstarting, the system with only
speed controller present will produce a maximunorelbecause of zero initial motor
speed. As a result, a maximum voltage is given rasdlting in very large current
flow, which may exceed the motor maximum curremiitiand can damage the motor
windings.

By applying current controller, the applivoltagel/, will become dependent
not only on the speed error, but also on the ctreeror that limits the produced
current [23, 24]. On the other hand, the insertbthis controller in the whole control

structure of the drive will speed up the outpupmese [25].
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2.5.3 Speed Controller Selection for SEDC Drive System

Now we see what type of controller isngeselected to best fit the desired
requirements. In fact, since researchers begatutly sutomatic control in the 1930s
[21], a wide spectrum of choices for control schenand strategies have been
introduced including the proportional-plus-integpéis derivative (PID), adaptive,
robust, and intelligent control algorithms. Studsesl statistics have shown, however,
that more than 95% of the industrial controllers still implemented based around PI
or PID algorithms [26],[22],[27], as no other cailers match the simplicity, clear
functionality, applicability, and ease of use o#@iby this control algorithm [28],[29].

The PI (D) controller being used for mast industrial control problems,
including process control, motor drives, automotiggstems, flight control,
instrumentation, comes in many different formsstsdard single loop controller, as
a software component in programmable logic cordrslior in distributed control
systems [14]. Therefore, it is of prime importartce give more details on this
particular control algorithm which represents theecelement around which our study

IS about.
2.5.4 Implementation Forms of PID Controller

Basically, a PID controller generatestodncommand signalk(t) according to
the controlled error signaé(t). It consists of three parts: The proportional part
generates a control action which is proportionath® error signal, the integral part
which is the integral of the error signal, and therivative part representing the
changing rate of the error signal.

The study of the PID market, however,vghohe existence of many forms or
structures which are designed and manufactured, revhéheir knowledge,
understanding as well as how their differencescaffiee determination of the tuning
parameters is fundamental for the proper use anmhguof the controller and thus,
ensuring good operating performance of the cordgystem. Although the standard
ideal structure is the mostly studied for designl amplementation [30], there are
different PID algorithm forms that are used by @iéint manufacturers and which are

mainly consisted in the following:
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2.5.4.1 Standard Non Interacting Form

This structure is also known as the ideah of PID controller. It is described,

in time domain, by the following expression:

u(t) =K, (e(t) + Tl [y e(adr + 1,%2) (2.25)
Where u(t) is the control variable and(t) is the tracking error, defined as the
difference between the set point or reference signd the actual output one. The
parameters of the controller are, respectively, gr@portional gainkK,, the integral
time constanf; and the derivative time constalft
The corresponding frequency domain ofagign (2.25) is represented by the

following controller transfer function:

. . 2
Ge(s) =2 =k, (1+ ﬁ +Tys) = K, (T (2.26)

- E(s) o T;s

The block diagram representing this controllerdtite is illustrated in Fig.2.6 (a).

2.5.4.2 Parallel Non Interacting Form

An alternative non interacting structwegsion for PID controller (also known

as parallel form) is represented, in time domaynthe following equation:

u(t) = Kye(t) + K; Jj e(r)dr + Ky =2 (2.27)
Its corresponding transfer function is given as:
2 .
Ge(s) = Ky + K; = + Kys = =200 (2.28)

Where, in this case, the controller's parametees r@spectively, the proportional gain
K,, the integral gaik; and the derivative gaik,.

This nomenclature of non interacting forms for twatroller is because the integral
time constanf; (or integral gaink;) does not influence the derivative part, and the

derivative time constarft; (or derivative gairkK,;) does not influence the integral part;
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thus, the parts are non interacting [30]. Thislesady depicted in the block diagram of
Fig.2.6 (b).

2.5.4.3 Series Interacting Form

This form of PID structure is slightlyfidgirent than the above two others in such
a way the derivative part does influence the irgkgart. This interaction can be
described, in the frequency domain, by the follapiransfer function:

1
sT;

Where K, T; and T; are the corresponding proportional, integral ardivative

G(s) = K, (1 + —_,) (1+ sT)) 79)

controller parameters respectively.
It is important to know that this interacting forran always be represented as a non

interacting controller (eq. 2.26) whose coefficgeate given by [30]:

K] +K}

K, =K} p (2.30)

T, =T/ + Ty (2.31)
_ TiTq

Td — Ti’+Té (232)

Conversely, whenT; > 4T;, the non interacting controller (2.26) can also be

represented as an interacting form (2.29) whos#icieaits are given by:

K, =%(1+ /1—%) (2.33)
T, = %(1 + /1 — “Tﬂ) (2.34)

T, = ;'(1 — |J1- ﬂ) (2.35)

The interacting architecture of PID coliar described earlier is, however, most

common among single-loop controllers and, for histd reasons, it is still produced
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by many manufacturers [21]; because early PID praigncontrollers were easier to
build using interacting form and when they chantedtechnology from pneumatic to
analog electric and then to digital, they keptititeracting form.

The block diagrams of the above structures arepguespectively in Fig.2.6.

E(s) 1 * u(s)
—» Kp :ﬁ > 4+ >

(a) Standard Non Interactive Structure.

v
&

E(s) u(s)

v
=
v

+
v

A 4

(b) Parallel Non Interacting PID Structure.

1 ‘TD’S

A 4

E(s) — Us)
#Kp t\-l_-/ >+

(c) Series Interacting PID Structure.

Figure 2.6 Interacting and Non- Interacting Forms of PID Goher.
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From practical point of view, this typgy of PID controller and its
classification to the above structures are of patarhimportance and significance due
to the fact that these structures are of diffeparameter settings. Accordingly, if a
controller of a certain form in a certain controbp is replaced by another controller
form, the controller parameters are never the sant have to be changed. It is,
however, interesting to note that the interacting aon-interacting forms are different
only when the integral and derivative parts of ¢batroller are used together. In other
words, if we only use the controller as a P, PDPobicontroller, the two forms are

equivalent [31], which can be deduced from the aljmesentation.

2.5.5 Pl versus PID Utilization in DC Drive Control Systens

In the field of electric drive systembgtPI-type controller is rather used for
speed/position and current control (or regulatipm)poses [32, 28] because derivative
action is not used very often due to its kicks &feon the drive performance
Consequently, this type of controller is being olwoice as the basic speed and current
controllers in the aforementioned cascade structirespeed controlled DC drive

system.
2.6 State Observer Based Feedback Speed Control of DQilze

It is common knowledge that electricalves, especially DC drives, are
essential parts of many manufacturing processesa fast of matter, they should be
adequately controlled not only to decrease powerswmption and making the
exploitable life of the drive longer, but also tasere drive safety and improved
product quality.

Typically, when the industrial drive issigned, the different friction types, the
elasticity of the shaft and its corresponding tamai vibration as well as noise effect,
are neglected. In the case of the standard drice sam assumption is reasonable;
however, there is a large group of drives, likelimg-mill drives, conveyer belt,
modern servo-drives, robot-arm, these characterisitures of the mechanical part
cannot be neglected and have to be included inattadysis [33]-[35].Therefore,

satisfactory speed control of these drives caneoattained using classical cascade
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control system through direct feedback sensorsnatida simple Pl speed and current
controllers [36].

To overcome this serious control problapproaches have been developed or
proposed in order to suppress the torsional vibnatieffect and achieving high
dynamical performance of the drive systems witlstedacouplings. In this vein, one
approach is based on proposing controller altereatito replace completely the
conventional PI controller within the feedback lo@pth those nonconventional
controllers such as Fuzzy Controller (FC), NN coliér and others which are stated
previously in chapter one. The second approach istsn®f altering structural
modifications on the original Pl based speed cdnsiystem of the drive with
additional feedbacks or other compensators. Onéaodedf these is presented in [37]
and is based on the modification of the speed obetrparameters setting. More
advanced control techniques are based on applyilditi@nal feedbacks from a
selected state variable. This is reported in [@8lere nine different control structures
with one additional feedback are presented and eomgp But the most advanced
control structures, which allowed free settingha system dynamics, are based on the
application of the additional feedbacks from a#ltstvariables and known under the
name State Feedback Control structure [39].

The design of state feedback controieable to ensure and guarantee good and
improved performance characteristics of both temsiand steady state responses.
Unfortunately, due to parameters variation, thistem strategy does not maintain the
desired performance of drives with elastic coupliMgreover, the synthesis of state-
feedback control assumes that all the processsstiatdemeasurable or that they can be
generated from the output. In many practical cdnsgstems it is physically or
economically impractical to install all the transdts which would be necessary to
measure all of the states. Under these conditibrizecomes necessary, if full state
feedback is required, to observe or estimate tlate svariables [40] from the
availability of only a reduced set of informatiorhis estimation (reconstruction) of
the plant states requires, however, that all thgiral control system states be
observable [41]. If this is the case, the controluson consists of designing a

dynamical control system based on building a sihterver, which is used to estimate
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the state variable vectar(t) from the knowledge of the control inpuigt) and the
output informationy(t). Using the state space model of the DC motor pteden
earlier, the idea of state observer based conysies is illustrated by the block
diagram of Fig.2.7.

By referring the equation (2.23), whiatsdribes the state space model of SEDC
motor coupled to the mechanical load, we can defimkidentify the variables and
matrices appearing in this block diagram as foltows
x(t) = [x,(t) x,(t)] = [w,(t) i,(t)]: Represents the state variables vector;

y(t) = [y;(t)] = [w,,(t)]: Represents the output vector of single element;

u(t) + x(t) x(t) y(t)
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Figure 2.7 General Structure of State Observer based Congsiesh of DC Motor

u(t) = [u (t) u,(t)] = [v,(t) T,(t)]:is the input vector of the system;

_Ra _K
A= KtL“ /L;‘ is the(2 x 2) state matrix.
[ J J
1,
B = L(;l .| is the(2 x 2) control matrix.
I J
C = (1)] is the(2 x 1)output matrix.

x(t),y(t): are respectively the estimated vectors of stat@lile and plant output.
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When these are defined, the designed state obgervailt based on the knowledge of

the exact model of DC motoA(B, C) and the error correcting part defined by:

Liy(®) —3() (2.36)
With L represents the observer gain matrix.
As it is shown in Fig.2.7, the state observer ubesinput signalsy(t),y(t)) and
outputs the estimate state varialflg), where its design is based on the selection of
the gain matrix..

With this design of state observer, thacdetion of the whole structure of
separately excited DC motor based speed contreé dtystem is done. The design
details, however, is beyond the scope of our stuttead, basically we worked out
four Pl speed controlled and state observer basetls, which are elaborated in [42]
for improving and perfecting dynamic and steadyespgerformance of Pl based speed
controlled DC drive system already implemented@elsrolling mill industries.

2.7 Elaborated Pl based Speed Controlled DC Drive Modsl for Performance

Improvement

Based on the details that we have predethroughout this chapter, we end up
in this section to give the models resulted frone tombined utilization of PI
controller and state observer in controlling theeesp of SEDC motor based
electromechanical system. Furthermore, these mouals be investigated and
subjected to performance improvement study in tisasquent chapters.

2.7.1 System Model with 1PI Speed Controller and State Cderver of Order 2

In this model, we will study the trandiemd steady state performance of the
system when a single Pl controller is used to cbritie speed of the DC motor
together with state observer of order two to edinthe mechanical non measureable
parameters. This model is represented by MATLABIBInk block diagram in
Fig.2.8.

The state observer appearing in this mbldek diagram is of order two, where

its structure is mentioned in Fig.2.9.
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The same thing is done for the other models, wtiezie block diagrams including the

state observer ones are given in the subsequeme$ig

+ numys) |
*
} s I—b numes) P v-fir Ve Pz s Seape2

E
Pl Speed Contr.

Y

A J

yy
Y

Sped Ref.

Fl Current Contr. TL wm »

OC motor Scopel

Constant
State Observer 2

|-FEK Wim (e}

I.d

_|{_I~. Win-FBK  Va [

Figure 2.8 Simulink Block Diagram of Model with 1P| Speed Gumtler and 2° order
State Observer based DC Drive System.
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Figure 2.9 Simulink Block Diagram of % order State Observer Structure.

2.7.2 System Model with 2P1 Speed Controller and State Gderver of Order 2
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Figure 2.10Simulink Block Diagram of Model with 2P| Speed Gatier and 2¢

order State Observer based DC Drive System.
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The state observer block diagram of this moddiessame as that of Fig.2.9.

2.7.3 System Model with 1PI Speed Controller and State Oderver of Order 5
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Figure 2.11Simulink Block Diagram Model of one Pl Speed Cotiér and %' order
State Observer based DC Drive System.
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Figure 2.12Simulink Block Diagram of 8 order State Observer Structure.

The used values for the gain matrix parameterfi®@fabove state observers are given
in Appendix B (Table B.1).
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2.7.4 System Model with 2P1 Speed Controller and State Oderver of Order 6
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Figure 2.13Simulink Block Diagram Model of 2P Speed Conteoland &

order State Observer based DC Drive System.
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Figure 2.14Simulink Block Diagram of 8 order State Observer Structure.

The used values for the gain matrix parametershisf gtate observer are given in

Appendix B (Table B.1).
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2.8 Conclusion

In this chapter, the objective was maitd provide details on the control
structure of the separately excited DC motor badedtromechanical system widely
used in paper and steel rolling mill industries avtdch is the subject of the whole
study throughout the realization of this work.
First, the electrical and mechanical charactessticche DC motor are modeled where
the viscous friction is particularly considered v¥iee appearance of its model in the
whole model of the motor. The model is being ugethplement the speed controller
for the drive system.

After a thorough description of the fundntal components of the control
structure that is being the basis of speed coetralif SEDC drive system, an
elaborated system models are selected to carrytheustudy of improvement and

perfecting the systems’ operating performances.
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Chapter 3

DC Drive Dynamic Performance Optimization

using Mini-Max Approach

3.1 Introduction

Feedback control systems are, generdllylt to modify the behavior of a
process so it behaves in a specific desirable way tme. For the rolling mill DC
drive system at hand, we often require the speggbrese to have good dynamic and
steady state performance characteristics althdugvdriation and changes of external
input and load disturbances.

When designing feedback control systdmosyever, we require that system to
have clear criteria for what makes one controliefgrable to another. Mainly, these
criteria that allow us to qualify and quantify batiinamic (transient) and steady state
performances are stability, overshoot, settlingetimse time and accuracy. All these
performance metrics of control systems can be ifledsas stability, transient
performance and steady state performance. By pasigpdhe study of steady state
performance for the next chapter, we devote theéecdrof this chapter to study and
analyze the dynamic performance properties aneliggion to the stability of our state
observer Pl speed controlled DC drive system, where propose Mini-Max

optimization approach to improve these performar@acteristics.

3.2 Dynamic Performance Properties of Pl Speed Controdid DC Drive

A practical control system cannot respamgtantaneously to input excitation

and disturbance; it exhibits, however, a transresponse with damped oscillations
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before reaching its steady state. This responseh#&acterized by some index
properties representing at the same time the pananmeetrics used to describe the
dynamic performance characteristics of the respoRssquently, such performance
characteristics are specified in terms of transiesponse to step input, because such
an input is easy to generate and is sufficienthstic, in such a way, if the response of
a linear system to a step input is known, it isheatatically possible to compute the
system’s response to any other input.

Most importantly, these characteristic terms amethas the following [40, 43]:

* Rise Time ¢,): this is defined as the time required for the respdo rise from
10 % to 90 % of its final value. It is possibledefine other limits as well, but

in our work we shall use these percentages.

« Peak Time ¢,): it is defined as the time required for the respatosreach the

first peak of the overshoot.

« Maximum Overshoot (M,): it is defined as the maximum peak value of the
step response curve, measured from the final stetatg value. IfY'(t,) is
maximum response at the peak time andis the steady state value of the

response, then it is common practice to use thiewolg definition of the

maximum percent overshoot as follows:

Y (tp)—Yss

SS

Maximum Percent Overshoot = % M, = X 100 % (3.1)

o Settling Time (t,): is defined as the time required for the responsgecto
reach and stay within 5 % of the final steady statkie. In some cases, 2%
instead of 5 % is used as the percentage of tla Vimue [44]. The settling
time is the largest time constant of the system.

For the sake of illustration, these performanceperties and specifications are
mentioned in Fig.3.1 illustrating a typical contystem step response of Pl speed

controlled DC drive system.
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Typical step response of the output speed
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Figure 3.1 Typical Step Response of DC Drive Control System.

It is noticeable from this typical step responsecohtrol system that during the
transient regime, the output response is quiteeiifit of the desired response due to
the appearance of the above defined transient grepeharacterizing this portion of
the response, which reveals its importance in @amrol system design.

In other words, in addition of requiriagdynamic system to be stable, i.e., its
response does not increase unbounded with tim@jseerequire its response:
» To be fastgmall rise time);
 does not excessively overshoot the desired almall percent overshooyx and
* To reach and remain close to the desired refere/atue in the minimum time

possible ¢mall settling time).
3.3 Stability vs. Overshoot Performance Properties

One may ask about the relationship betwee stability criterion and the
overshoot transient performance metric of the abrsystem behavior. By definition,
a stable system is the system for which a boundpdtialways produces a bounded
output [45]. However, in practice we do not seeaumnled outputs due to saturation
effects and therefore, for systems with boundedufated) control inputs and/or
outputs, instability can manifest itself arait cyclesthat cause the controlled system

to behave with an oscillatory manner, which is adasirable property. Consequently,
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the stability of the whole control system represehe basic and important conceptual
and practical performance property that should beranteed by the designed
controller. Two commonly used quantities that measihe stability margin when
designing a control system and which are directated to the stability criterion
stated by Nyquist [46, 47]. These are the gain mafG,,) and phase marginp,)
defined, respectively, as the factor by which tperoloop gain of the system can be
raised before reaching the instability point and #mount by which the system’s
phase exceeds — 18 unity gain. Thus, the transient response owersbf a control

system is, in fact, related to its stability vig@$le two defined gain quantities.
3.3.1 Relationship between Stability Margins and Percen©Overshoot

This relationship can be explained andtiaed by referring to the closed loop
transfer function of any"™ order control system, which can, in general, beressed
as [48]:

Gols) = —K2” (3.2)

52+2((4)05+a)02

With K, w, and { are, respectively the system’s loop gain, respoaseral frequency
and the response damping ration.

In this case, the phase margip is more commonly used to specify both
stability and transient performances of controltesysdue to its relationship with the
damping ratio of the system. For the case whersybem is described by the transfer

function (3.2), this relationship is expressed4s 9, 50]:

¢y = tan! [L] (3.3)
J1+4g%-2¢2

When this expression is plotted in@dg,,) plane, we can obtain that, varies with

respect to the damping ratio approximately as aigitt line up to abouip,, = 70°.

For this reason, when the system is of order twis, accurate enough to approximate

the relationship between the phase margig)(below 70" and the damping ratio by

the expression [41]:
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g =dm (3.4)

Additionally, for the sake of finding amd to evaluate the second order control
system performance based on its phase marginddrigsed an expression that relates

the system damping ratiogi)(and the response maximum overshaéft)(as [41]:

_”()

M, =e \/; (3.5)

The expressions (3.3) and (3.5) can be convertiedgraphical plots which mention

clearly the relationship between the tripyé.( ¢, {) as it is depicted in Fig.3.2 [51].
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Figure 3.2Percent Overshoot and Phase Margin as a functibamping Ratic(.

Therefore, we see that, given thg,(, one can infer information about what the
overshoot of the closed-loop step response woulzhllevice versa. Also, it is obvious
that the reduction of percent overshoot leads ¢oemsing the phase margin and hence
more stability is achieved.

We will refer to this explanation when alissing the results that show the

improvement achieved in dynamic performance ofditiee system at hand.
3.4 Dynamic Performance Improvement by Tuning Pl Paraméers

In spite of the availability of advancadd intelligent control algorithms that

have been developed, the PID controller remaingribst popular and widely used in

40



industry. This is mainly due to the simplicity afedv tuning parameters of this control
law.

But the PID controller with fixed parametdails, generally, to respond to the
desired process specifications and performancdbeasperating level moves away
from the original design [52], thus the controlfg@rameters have to be tuned to the
controlled variable allowing the process to be kapts desired operating condition.
Hundreds of tools, methods and theories are availadr this purpose. However,
finding appropriate parameters for the PID congrolls still a difficult task, so in
practice control engineers still often use triadl @nror for tuning the parameters of this
controller based processes according to the faligwhighlighted functionalities of
three parameters:

» The proportional term (P): is used to provideoaerall control action proportional
to the error signal.
» The integral term (I): is used to reduce @yestate errors through low-frequency
compensation by an integrator.
» The derivative term (D): used generally topiove transient response through

high-frequency compensation by a differentiator.

The individual effects of these threarteron the closed-loop performance are

summarized in Table 3.1.

Table 3.1Effect of Changing Independently PID ParameterSystem Response

Closed Rise Overshoot | Settling | Steady | Stability

Loop Time Time State

Response Error

Increasing| decrease Increase SmallDecrease Degrade
Kp Increase

Increasing Small Increase | Increase  Large Degrade
K, Decreasg Decrease

Increasing Small | decrease| DecreaseMinor | Improve
Kp Decrease Change
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This table serves, however, as a first guide fablst open loop plants only [29]. But
for optimum performance, the three controller pagtars are mutually dependent in
tuning.

In this sight, we present in this worle thlini-Max as a simple and model free
optimization approach to optimally tuning the paesens of Pl speed controller and
hence achieving improvement of DC drive system grarance. Before giving the
results showing the efficiency of this approachsitvorthwhile to present a state of
the art and literature overview of a number of évailable methods for PID control
design and tuning with discussion of advantagesad¥antages and applicability of
these methods. We should notice here that thesegtumethods and techniques are
generally used for PID controller; however, theg also used for the particular case of

PI1 controller.

3.5 Tuning Methods for PID Controller

Broadly speaking, Pl and PID tuning methacan be classified into the
following categories: trial and error feature basedthods, analytical methods and
optimization methods. Under these categories, @tylef techniques and methods are

reported in literature [53].
3.5.1 Plant Features Based Tuning Methods

3.5.1.1 Zeigler and Nichols Tuning Methods

In 1942, J. G. Ziegler and N. B. Nicholsmth of the Taylor Instrument
Companies (Rochester, NY) published a paper [54{ tlescribed two methods for
PID controller tuning based on simple characteiopabf process dynamics in the time
and frequency domains. The idea was to performmglsi experiment, extract some
features of process dynamics from the experiment determine thereafter the
performance settings or tuning parameters of tméralber according to the empirical
formulas developed for this purpose, where theative of the design was to find a P,
Pl or PID controller which give the Quarter Amptiei Damping (QAD) ratio of the

control systems in response to load disturbancgé B&h methods assume that the
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process can be represented by two parameters noodebrising a pure integrator and
dead time described under the form of:
G(s) =— e (3.6)

Ziegler and Nichols have recognized th#drge variety of industrial processes
can be approximated by the model (3.6) and if {fstesn model cannot be physically
derived, experiments are performed to extract thmrpeters for the approximate
model (3.6). Effectively they performed two expegims which have led to their two
famous tuning methods, respectively, named asrstgpnse and frequency response

methods, which we will briefly describe in the falling.
a- Ziegler-Nichols Step Response Method

The first method is the open loop methaddp known as the step response and
process “reaction curve” method. It consists of sneag the open loop unit step
response of the process, which is characterizetthdyparametera andL describing,
respectively, the intercept of the steepest tangdénthe step response with the
coordinate axis and the approximating system til@yd With these two measured
parameters, Ziegler and Nichols have put the foasishown in Table 3.2 that can be

used to determine the controller settings.

Table 3.2Ziegler-Nichols Formulas for Step Response Tuitgghod.

Controller| K, T; T,
type

P 1/a |- -
Pl 09/a | 3L |-
PID 1.2/a | 2L L/2

b- Ziegler-Nichols frequency Response Method

This is the second experiment done byl&rand Nichols to formulate their
frequency response method of PID controller tunifigis method, also known as
closed loop tuning method [31], consists of perfogrthe following steps:

1. Place controller into P mode with low gain, eeat or derivative.
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2. Gradually increase the gain, and making smalhgks in the set point (or load),
until oscillations start.
3. Adjust the gain to make stable oscillations loa $tability limit with constant
amplitude.
4. Note this gain (ultimate gaiK,,) and period of oscillations (ultimate peridg)
Having these two experimentally measured parameiegler and Nichols have
deduced the formulas mentioned in Table 3.3 fomiobtg P, Pl and PID controller

settings.

Table 3.3Ziegler-Nichols Formulas for Frequency Responserigiviethod.

Controller| K, T; T,
type

P 0.5K, | - -

Pl 04K, | 0.8T, |-

PID 0.6K, | 0.5T, | 1.2T,

Due to their simplicity to use and theyeéttle information required about the
process, these methods of Ziegler and Nichols hadge impact when they were
introduced in the 1940s, and they gave initial c¢oowls for manual tuning.
Consequently, they are still widely used and adbjg manufacturers of controllers
for routine use.

Unfortunately, the application of Ziegtlichols tuning rules has found several
severe drawbacks. Mainly, the system needs to beght to its limit of stability,
which may affect, under some disturbance, the systperation. This is apparent
especially in the case when the process is anrefeethanical system. In addition to
the applicability restriction for the industrialquesses, the obtained control system
using these methods suffers the lack of robustdégds[56].
3.5.1.2 Cohen-Coon Tuning Method

In 1953, G.H. Cohen and G.A. Coon propoae experimental tuning method
for PID controller. The method is based on thetFdsder Plus Dead Time (FOPDT)

process model comprising the parameters process géank, process time constant
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and the dead timé&, the whole are represented in the following trangterction

modelling the engineering process [57]:

G(s) =

k —SL

1esT © (3.7)
The Cohen-Coon method is similar to tiegker-Nichols reaction curve method

to determine the three parameters of FOPDT modedl achieving the design

specification for quarter decay amplitude (QAD)aah response to set point (or load

disturbance) change.

The experiment has led to the controller paramesettings shown in the Table 3.4.

Table 3.4Cohen-Coon Controller Tuning Parameters

Controller
type K, T; T,
1T L
P ot B _] i i
kL [ + 3T
1T L L[30T + 3L
P | oo+ —] [ | :
kL 12T 9T + 20L
1T L L[6T — 2L]
PD ——[1.25 —] - _—
kL T 6T 22T + 3L
bID 1T f+i] L[32T + 6L] 4TL
kL3 4T 13T + 8L 11T + 2L

This method, besides its restriction to only FOR®dcess model, the obtained tuning
parameters are more complex, involving more ariticvagerations.
3.5.1.3 Relay Feedback Tuning Method

In an attempt of improving Ziegler-Nichdrequency response tuning method
and overcoming some of its drawbacks, Karl JohatroAis and Tore Hagglund
proposed, in 1984, their novel relay feedback tephnof PID controller tuning [58].
The method is described by the block diagram of3y

45



M —
—Ld
R(s) E(s Relay —»K(} uGs) Y(s)
[ »-o > inl  Out L
In1 outl
Manual Switch
PID PROCESS

PID Controller

<}<

Figure 3.3Block Diagram of Relay Feedback Tuning Method, imihg Mode the

Process is connected to Relay Feedback [22].

For many years, Ziegler-Nichols tuningchieiques were strictly manual
operations executed whenever a new control loop seasmissioned. An engineer
would run a Ziegler- Nichols test, record the cohteffort andresulting process
variable on a strip chart, divine the behaviouths# process from trend line shapes,
tune the loop to match the process, and then gtaduction with the new loop in
automatic mode.

It was tedious and repetitive work to commissiorrgvioop this way, and results
weren't always satisfactory. Several iterationsenaiten necessary to generate tuning
parameters that produce acceptable closed-looprpsahce.

With relay feedback tuning method, theolghof this manual procedure is
automated. This is done by connecting the proceasféedback loop with a nonlinear
element having a relay function as shown in Fig[853. When it is desired to tune the
system, the PID function is disconnected and tiséegy is connected to relay control.
The system then starts to oscillate. The periodtaacamplitude of the oscillation are
determined when steady-state oscillation is obthiddis gives the ultimate period
and the ultimate gain. The parameters of a PIDrobtlet can then be determined from
these values. The PID controller is then autombyicswitched in again, and the
control is executed with the new PID parameters.

In spite of the enhancements achievecrknoler the method more performing
auto-tuner, critics have claimed its lack of robess against load disturbance,
measurement noise and model uncertainties [58]-[60]

We can notice that many of the metho@sgmted in this section are based on

the work done by Ziegler and Nichols, and use \s#nyple process models to derive
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tuning rules. The advantage is that the methodsvarg easy to use, and do, in
general, not require extensive knowledge of thegss. However, this leads also to
unknown stability robustness and no good contrarawe resulting performance,
where the applicability of these methods is gehetahited only to the worked out
process industry.

3.5.2 Analytical Tuning Methods

There are several analytical tuning mdshwhere the controller parameters and
thus its transfer function are obtained from thecdjrations by a direct calculation. If
G,(s) andG.(s) are, respectively, the transfer functions of thecpss and controller,
the corresponding closed loop transfer functionafamity feedback control system is
given as follows:

G,(s) = _Ge()Gp(s) (3.8)

1+Gc(s)Gp(s)

Solving this equation for the controller transfendtion, we obtain:

GC(S) = 1 _Gals) (39)

Gp(s) 1-Gci(s)

Based on the knowledge of process and closed loapsfer functions, the PID
controller parameters can be determined. In tHevimhg we will discuss the different
methods proposed for this purpose.

3.5.2.1 Pole Placement Tuning Method

The pole placement tuning method simptigrapts to find a controller that gives
desired closed-loop Poles [61], [62]. It is basedtlee knowledge of process transfer
function.

By choosing arbitrarily the closed looplgs of the system, the parameters of
the PID controller can be determined by solvingdlosed loop characteristic equation

of unknown controller parameters, defined generadly

1+ G.(s)G,(s)=0 (3.10)

The pole placement tuning method, as @hsgious from the equation, requires
the equality of the controller parameters to beamietd to the number of closed loop
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desired poles. Which means that a second-ordeecllm®p system of two poles can
be specified to determine the two parameters ofcétitroller. The calculations

involved, however, in finding the controller paraers are more complicated,
especially for the case of high order and complec@ss models, which implies an
increased order of the controllers. Therefore,liaim PID controllers it is necessary
to restrict the models to first- or second-orderstegs, otherwise, model

approximation techniques should be applied for @hosmplex processes of order
higher than three and which are controlled usirig &introller [63].

3.5.2.2 Dominant Pole Placement Tuning Method

The difficulty with the direct pole plavent tuning method presented
previously is that further to the more computationolved in controller parameters
settings calculation, it leads to complex controtlesign for complex and high order
process model. An improvement version of this meéths the dominant pole
placement tuning method proposed by Astrom and Haddg62] and which is based
on placing just a few poles of the closed loop,ckhare considered dominant for the
closed loop response. Astrom and Hagglund notedttieabehavior of many closed
loop systems is determined by two dominant polestary configured this in the s-

plane as it is illustrated in Fig.3.4.
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Figure 3.4Pole-Zero Configuration of a Simple Feedback Sysiead by

Dominant Pole Tuning Method

Where ‘P1’ and ‘P2’ are considered as dominantgole
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If this configuration applies to the controlled ®m, it is possible to place the
dominant poles at desired locations and the paemset the controller are calculated,
such that the dominant poles are located at depioésl locations, specified by their

frequencywg and relative damping as:

Pl=—{+jwy1—-0{?=—-0+jw (3.11)
P2=—-(—jwy1—-0>=—-0—jw (3.12)

For PID controller, three closed loop poles campbsitioned, so a third pole is chosen
at (—ayw,), according to [62].

This method is applicable to higher-ompecesses, witlhg and{ as the design
parameters and provided that the process poleeariiguration resembles to that of
Fig.3.4,which is a disadvantage aspect of the method, Isecdiuhe process has a
pole far away in the left half plane can be movewdards the right and become a
dominating pole, this will lead to an unexpectedpanse. Although, this can be
prevented by choosing the desired frequemgyot too high, the application of the
method remains restricted for processes that fallithe class of test processes
representing time delay, high order and non-mininpivase behavior [41].
3.5.2.3 Internal Model Control (IMC) Tuning Method

The internal model principle, first prgea by Danlel E. Revert al. in 1986
[64], is a general method for designing controlteys that can be applied to PID
control. To briefly explain its use in controllearameters tuning, we consider the
block diagram of Fig.3.5.

In the block diagram, it is assumed #iktlisturbances acting on the process are
reduced to an equivalent disturban2s) at the process output and the dynamics of
the process are described by first order plus dieael (FOPDT) model [22], defined

previously by the equation (3.7) and restated f@reonvenience as:

Gy(s) = ksT e st (3.13)

1+
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Figure3.5 Internal Model Control Structure Block Diagram fiD Tuning

As it is noticeable, internal model control is mbdased controller design and tuning
method. It makes use of process model to inferyéinally the tuning parameters of
the controller, whose transfer function containgliexly the suggested process model
G,,(s) and is expressed as [64]-[66]:

_ F(s)Q(s)
Ge(S) = rmamom®) (3.14)
The IMC principle requires, after idewtify the FOPDT process, the
determination the transfer functiap(s) to optimize the system’s response to the
reference signal of interest, with the sole comstrthat this function be asymptotically
stable [67]. It is found that the best policy t@mokeQ (s) is the approximate inverse of

the minimum phase part of process model transfation G,,, (s), which is given as:

1+sT

JOEE (3.15)

In order to ensure the robustness, th€ Mer F(s) is introduced, where the
structure and the parameters of the filter are @hds achieve a balance between
robust stability and performance. For simplicityisi chosen to be of first order with

unity gain as it is described by the following etijra

1
1+As

F(s) = (3.16)
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WhereA is the sole unknown design parameter.

The IMC approach can be applied in a \&rgightforwvard manner to PI/PID
tuning. It has been firstly employed by Skogestad68] to derive rules for model
reduction and PI/PID controller tuning called Sksigd’s IMC (SIMC in short) tuning
rules. These are analytically derived and proveidr timplicity and effectiveness for
wide range of processes. The relevant featureais iecause SIMC rules are intended
for PI/PID controllers, a first- or second ordepgess model of the process must be
obtained. Hence, the method is based on a simpleegure to obtain an approximate
first or second order model of the process. On@sehreduced-order models are
obtained, the PI/PID controller gains are computeddjust the closed-loop response
to a first- or second-order model reference resp2®, 69].

Overall, the use of more sophisticateddehdased analytical tuning methods
allows a better definition of desired closed-lo@havior and robustness with a main
disadvantage consists of the fact that an accuraidel of the process has to be
obtained and defined, which is time-demanding dtehalifficult.

3.5.3 Optimization Based Tuning Methods

3.5.3.1 Iterative Feedback Tuning (IFT) Method

The lterative Feedback Tuning (IFT) meth® a model-free technique for the
optimization of the controller parameters of fixedructure using only signal
information on the closed-loop system.

The method was initially derived by Hjalmarsson,n@arsson, and Gevers [70] and
has quickly proved its efficiency in both laboratand industrial applications [71].

To explain the principle of the method, we firshsmler the feedback control system
represented by the block diagram of Fig.3.6.

Using this method, the unknown systerb@acontrolled is described by input-

output relationship as:

Ve = Gp U + dt (317)
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With G,, being the transfer function of the linear timednant system to be controlled,

Y:, U; are respectively, the system’s output and therobstgnal.d; represents the

unmeasured disturbance.

Figure 3.6Block Diagram lllustrating IFT Method for PID Turgn

It follows from the feedback control system blodlgiam that the controller to be

used is described by:

u, = C.(p)ry — Cy(P)y: (3.18)

WhereC,(p) andC,(p) are linear invariant transfer functions paramettiby some
parameter vectop and which can have a common parameterss the external
reference signal independent of the sighal

For a controller of some fixed structared parametrized by the vector the
iterative feedback tuning (IFT) method consistsitefatively obtaining the setting

vectorp that minimizes the following cost function:

J(p) =~ E[ZI1 (Ly 5:(p))? + AT (Luue (p))?] (3.19)

Wherej,(p) denotes the error signal between the referencelsand the measured
output.

The right hand side first term in (3.19Wweighted by a filteLy and is known as
the frequencyerror between the desired response and the achieggubnse. The

second term in this side is the penalty on the robregffort which is frequency
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weighted by a filtel,. The filtersL,, andL,, can of course be set to 1, but they give
added flexibility to the design.
The objective of the criterion (3.19)tastune the system response to a desired

deterministic response of finite length in a mean square sense [72], and the

minimum solution to the cost function is obtaineg évaluating the gradientg—f),

which, at the same time, represents the importgnedient of the design criterion.
Using the IFT method, this gradient is estimatedgiglata from multiple experiments
during iterations and the controller parametersitbgive the optimal solution to the
performance criterion [73].

In comparison with the available methdds PID controllers tuning, IFT
requires typically more data and experiments. Harelt offers several advantages:
the achieved responses are typically faster thasetlobtained with other model-free
methods (features based tuning methods). Moredkercontrol objective is clearly
expressed, thereby giving the control engineerrdidence for the tuning of critical
loops that he cannot have with some commercialbilable loop tuners that behave
more like "dark grey box" systems. A more theopplaecations and advantages of the
method applied to controller tuning of mechanicgtems and chemical plants are
covered in [74].

3.5.3.2 Integral Based Minimum Criteria Tuning Methods

These are methods based on integratieagréitking error of feedback control
system to tune and synchronize the controller patars following the disturbance or
set point change. The principle involves searchiog the minimum of the cost
function J(p) over the controller parameter vectoy which can be stated in the

general form as [31]:

J(p) = [, t"fle(®)]dt (3.20)

Wheree(t) represents the tracking error signal.

There are several criteria that can veveélé from the general form (3.20), this is
usually depending on the particular choice of thaction f and the exponent.
Particularly we can have the following criteria:
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 Integral of Error (IE): obtained by setting[e(t)] = e(t), n = 0;

* Integral of Absolute Error (I AE): obtained by setting[e(t)] = |e(t)|,n = 0;

* Integral of Time multiplied by Absolute Error (ITAE): obtained by setting
fle@]=le@®)|,n=1;

« Integral of Squared Error (ISE): obtained by setting[e(t)] = e?(t),n = 0;

* Integral of Time multiplied by Square of Error (ITSE): obtained by setting
fle®] =e?*(®), n=1;

« Integral of Time squared multiplied by Square of Error (IT°SE): obtained by
settingfe(t)] = e?(t),n = 2.

Of these, the IE or IAE, ITAE and ISE d@ne most common used criteria in
designing and tuning the PID controller [75, 76here the optimum parameters are
found by minimizing the penalty functigh implying that its partial derivatives with
respect to the controller parameters are equakto. ZT'raditionally, this is done by

numerically solving the following three equations:

aj
aj
Te=0 (3.22)
a]
=0 (3.23)

To solve this criterion based minimization contppbblems, many methods, in fact,
are found in literature. K. J. Astrom, H. Panagdpsuand T. Hagglund, in [77, 78],
have presented their optimization approach to maenthe integrated error signal
under the constraint that the maximum sensitivitgudd not exceed a certain desired
value, guaranteeing the desired robustness anaggi@od load disturbance response.
The Linear Quadratic Regulator (LQR) aihon is, on the other hand, used by
Argelaguet [79] to minimize the ISE criterion totaim the PID controller parameters

used with FOPDT process model type. In [80], a wmetmamed the Extremum
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Seeking Optimization is used to obtain the optiseitings of PID controller through
minimization of ISE based cost function.

Recently, under the availability of diéat software packages, PID based
control system models can be simulated and theatartparameters are tuned using
any one of the previous integral based minimizatoteria, which are unique for set
point or load disturbances. Therefore, when a hsiuce is applied to a process, the
control loop responds and attempts to compensatehbt disturbance. Until the
system is brought back under control, there exasiserror at any instant of time
between the control point and the set point. Thegirating criterion method attempts
to minimize the sum of errors over any specifiedqaeof time. Resulting is controller
tuning parameters of set point change, which dferdint of that of load disturbance

change [31].

Up to now, the aim was to emphasize arehvdew Pl and PID tuning methods
found in literature. But only a selection is diseed, since it is impossible to include
them all. However, these are the most popular nastremd many others are also
available in literature, all of them have been usedchieve improvement of operating
performance of a given Pl or PID based industniatpss via an appropriate selection
of the controller parameters. For instance, byrrefg to [81]-[86], it is used the
Fuzzy Logic Control (FLC) method to optimally tutiee parameters of PID controller.
In [87], Lee has used a method based on gain aaskepmargins specifications to tune
the PID controller parameters for stable and umstatbcesses. This method has been
also used in [88]-[93]. The Genetic Algorithm (GMAarticle Swarm Optimization
(PSO) and the hybrid fuzzy neural network methodsrewalso reported as
optimization techniques for controller parameterstedmination for different
applications [94]-[97].

On the other hand, the classificationtttd tuning methods discussed in the
previous sections of this chapter does not setrafical boundary because some
methods applied in practice may belong to more thaa category. Overall, an
excellent summary on the methods of PID paraméteiag can be found by referring
to [22], [98], [99] and [100].
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In our work, we propose the Mini-Max as@vel and alternative optimization
approach to optimally tune the parameters of Pédmentroller based DC motor drive
system. The main aim is to enhance the performapoeperties of the
electromechanical speed response and, consequeamlyamelioration of product
quality of paper and steel rolling mills, as a vradustrial sector, can be achieved
without any additional equipment.

3.6 Tuning Pl Parameters using Mini-Max Optimization Approach

The Mini-Max approach takes its meaningnt the nonlinear multi-objective
Mini-Max optimization problem, which, in generahrc be formulated by letting be
the set of all solutions to the problem afidbe the set of all possible available
scenarios. If the objective functidi(x, s) is the performance of a solutiane X in
scenarios € S, then the Mini-Max optimization problem is the kasf finding the
optimal solution that has the best performancewahidh is the same as minimizing
(over all the solution set) the maximum performar(oger all the scenarios).
Mathematically, this is expressed as [101]:

Min,exy Maxgses F(x,S) (3.24)

This type of optimization problem is originally foulated by game theorists [102] and
is encountered in numerous fields including engingedesign, optimal control and
many game theory applications.

In our case, the Mini-Max optimizatioroptem consists of determining (over a
set of solutions) the parameters of the Pl speettater that minimize (over a given
time interval) the maximum value of speed trackergor, defined as the difference
between the estimated system output and set pesitedl response. With analogy to
(3.24) and according to [103] and [104], we fornteillne problem as:

Ming Maxie(ryep {e(K,t)} (3.25)
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In other words, we seek to minimize with respecPtospeed controller parameter

vector K = [k, k;] the maximum tracking errar(t) from an initial instant, to a

given final time instant, as it is depicted in Fig.3.7 [105].

Figure 3.7 Variation of Tracking Error Function with respéctP| Parameter

Vector and Time

To solve this problem, we propose theiNWllax approach, where we have used
the “fminimax” MATLAB function from optimization tolbox [106]. To generate the
optimal solution, this function uses the Sequer@abdratic Programming algorithm
to, iteratively, run the SIMULINK model, evaluatket cost function and modify the

line search as well as the Hessian cost function.
3.6.1 Simulation Results of Dynamic Performance Improvemset

In this section, we present the resulistlle improvements in dynamic and
steady state performances of the control systemtalube optimal selection of Pl
speed controller parameters using the Mini-Max apgh, defined earlier. In order to
show the superiority of the proposed approach,réiselts are compared with those
obtained using the commonly used integral basetbymeance minimization criteria,
namely: IAE, ISE and ITAE, where the optimal paréene of speed controller

generated by these criteria are obtained, resgdygtias follows:

For ILAE., we solve ming[["|e(K, t)|dt] (3.26)

0
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For I.S.E, we solve ming[f,” e?(K, t)dt] (3.27)

For LT.AEE., we solve minK[fOtf t.le(K,t)|dt] (3.28)

wheree(t) andK = [k, k;] are the error signal and the parameter vectoh®fRI
speed controller to be tuned.

Of course, this study will cover indepently all the available drive models
previously defined in chapter 2. In other words, wikk apply the Mini-Max approach
to tune the parameters of Pl speed controller afletsohaving single controller, but
those models where this controller is doubled, dhgmization tuning will concern
only the first PI.

In order to mention the effect of viscdustion coefficient on the optimized
response, the simulation results showing the spaddracking error step responses of
each drive model are given by taking into accohatdffect of this parameter.
3.6.1.1 System Model with 1Pl Speed Controller and State Gderver of Order 2

a) Caseofg =0

‘ — Optimized with ITAE
e — Optimized with Mini-Max
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Figure 3.8 Responses as Optimized with Mini-Max, ILA.E., ES.I.T.A.E. and
Compared to not Optimized Response for the Mod#d ®Pl Speed Controller, State
Observer of order 2 anfll = 0; a) Output Speedy) Tracking Speed Error.
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b) Case ofg > 0

Syst. model with 1P| + 5.0bserver order 2 and Bta > 0 Syst. model with 1Pl + 5.0bserver order 2 and Bta > 0
250 T T T 12 T I I
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3) b)

Figure 3.9 Responses as Optimized with Mini-Max, I.LA.E., ES.I.T.A.E. and
Compared to not Optimized Response for the Mod#l Pl Speed Controller, State
Observer of order 2 anfll > 0; a) Output Speedy) Tracking Speed Error.

c) Caseof 8 <0

Syst. model with 1Pl + S.0bserver order 2 and Bta<0 Syst. model with 1Pl + 5.0bserver order 2 and Bta <0
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Figure 3.10Responses as Optimized with Mini-Max, ILA.E., ESI.T.A.E. and
Compared to not Optimized Response for the Mod#d ®Pl Speed Controller, State
Observer of order 2 anfél < 0; a) Output Speedy) Tracking Speed Error.
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d) Comparison plots for Responses Optimized with MiniMax only

Syst. model with 1P1 + 5.0bserver order 2: Comparison
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Figure 3.11Responses Showing the Effectfoivhen Optimized with Mini-Max for
the Model with 1P1 Speed Controller and State Olesenf order 2a) Output Speed,
b) Tracking Speed Error.

Numerically, we summarize the above giahresults for this model in the
following tables according to the values of viscfnugtion coefficient.

Table 3.5Numerical Results of Dynamic Performance ImprovenasnOptimized
with Mini-Max, LLA.E., .S.E., |.T.A.E. and Compatdo not Optimized Response for
the Model with 1P1 Speed Controller, State Obseofarder 2 ang® = 0.

Characteristics Not IAE ISE ITAE |Mini-Max
Optimized

% peak Overshoot 53,06 53,60 56,03 51,62 40,30

Settling time [s] 0,094 0,0987| 0,0931 0,0974 0,0906

Rise time [s] 0,022 0,0185| 0,0171 0,0198 0,0218

Improvement in Mp [%] - - - 2.71 24.05
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Table 3.6 Numerical Results of Dynamic Performance Improvetmas) Optimized
with Mini-Max, ILA.E., I.S.E., .T.A.E. and Compatdo not Optimized Response for
the Model with 1PI Speed Controller, State Obseoferder 2 ang® > 0.

Characteristics Not IAE ISE ITAE | Mini-Max
Optimized

% peak Overshoot 43,18 45,26 48,56 43,671 33,43

Settling time [s] 0,0958 0,0953| 0,0904 0,0931 0,0899

Rise time [s] 0,01471 0,01198 0,011080,013 0,0147

Improvement in Mp [%] - - - - 22.56

Table 3.7 Numerical Results of Dynamic Performance Improvetmas) Optimized
with Mini-Max, LLA.E., I.S.E., .T.A.E. and Compatdo not Optimized Response for
the Model with 1PI Speed Controller, State Obseoferder 2 ang® < 0.

Characteristics Not IAE ISE ITAE Mini-Max
Optimized

% peak Overshoot 63,50 61,99 63,58 58,63 50,50

Settling time [s] 0,1101 0,102 0,132] 0,1008 0,0954

Rise time [s] 0,01366 0,0114, 0,0105%,01208 0,01322

Improvement in Mp [%] - 2.38 - 7.67 20.45

Table 3.8Numerical Results of Peak Overshoot Improvemergchseved with Mini-

Max Optimization and affected by the Viscous FantiCoefficient for the Model with

1PI Speed Controller and State Observer of order 2.

Viscous coefficient

p=0

B>0

B <0

A. Peak Overshoot

240 - 220

224.5 - 209.22

256.37 - 236
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3.6.1.2 System Model with 2P1 Speed Controller and State Oderver of Order 2
a) Caseoffg =0

30gyst. model with 2Pl + S.0bserver of order 2 and Bta=0 Syst. model with 2P| + S.Observer of order 2and Bta=0
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Figure 3.12Responses as Optimized with Mini-Max, ILA.E., ES..T.A.E. and Compared
to not Optimized Response for the Model with 2Pé&pController, State Observer of order
2 andp = 0; a) Output Speedy) Tracking Speed Error.

b) Case ofg > 0
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Figure 3.13Responses as Optimized with Mini-Max, I.LA.E., ESI|.T.A.E. and
Compared to not Optimized Response for the Mod#l 21 Speed Controller, State
Observer of order 2 anfll > 0; a) Output Speedy) Tracking Speed Error.
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c) Caseoffg <0

Syst. model with 2P| + §.0bserver of order 2 and Bta <0
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Figure 3.14Responses as Optimized with Mini-Max, I.A.E., ES..T.A.E. and
Compared to not Optimized Response for the Mod# @1 Speed Controller, State

Observer of order 2 anfll < 0; a)

Output Speedy) Tracking Speed Error.

d) Comparison plots for Responses Optimized with MiniMiax only
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Figure 3.15Responses showing the

effecipoivhen Optimized with Mini-Max for

the Model with 2PI Speed Controller and State Olesenf order 2a) Output Speed,
b) Tracking Speed Error.
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Table 3.9 Numerical Results of Dynamic Performance Improvetmas Optimized
with Mini-Max, ILA.E., I.S.E., .T.A.E. and Compatdo not Optimized Response for
the Model with 2P1 Speed Controller, State Obseofarder 2 ang® = 0.

Characteristics Not IAE ISE ITAE Mini-Max
Optimized

% peak Overshoot 75.84 72.93 72.51 70.78 64,16

Settling time [s] 0,1394 0,1019 0,097 0,1031 0,0656

Rise time [s] 0,01313 0,0109 0,0103 0,0111 0,01253

Improvement in Mp [%] - 3.84 4.39 6.67 15.40

Table 3.10Numerical Results of Dynamic Performance ImproveinanOptimized
with Mini-Max, LLA.E., I.S.E., .T.A.E. and Compatdo not Optimized Response for

the Model with 2P1 Speed Controller, State Obseoferder 2 ang® > 0.

Characteristics Not IAE ISE ITAE Mini-Max
Optimized

% peak Overshoot 65,82 64,52 65,18 63,71 54,34

Settling time [s] 0,0706 0,0999 0,095 0,1 0,067

Rise time [s] 0,01358 0,0113 0,010 0,0116 0,0131

Improvement in Mp [%] - 1.97 0.97 3.20 17.44

Table 3.11numerical results of dynamic performance improvenasnOptimized with
Mini-Max, ILA.E., .S.E., .T.A.E. and Compared tmt Optimized Response for the

Model with 2PI Speed Controller, State Observesrder 2 angB < 0.

Characteristics Not IAE ISE ITAE Mini-Max
Optimized

% peak Overshoot 87.95 81.95 80.64 81,27 75,94

Settling time [s] 0,1565 0,1038 0,0985 0,106Q 0,0631

Rise time [s] 0,01276 | 0,01062 0,01003 0,011 0,012p

Improvement in Mp [%] - 6.62 7.67 7.59 13.65
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Table 3.12Numerical Results of Peak Overshoot Improvemeiicageved with Mini-
Max optimization and affected by the Viscous FantiCoefficient for the Model with

2PI Speed Controller and State Observer of order 2.

Viscous coefficientp B=0 B>0 B<O0
A. Peak Overshoot 275.72 — 257.40| 260 - 242 294.63 - 275.80

3.6.1.3 System Model with 1PI Speed Controller and State Oderver of Order 5
a) Caseofg =0
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Figure 3.16Responses as Optimized with Mini-Max, ILA.E., ES..T.A.E. and Compared
to not Optimized Response for the Model with 1Pé&pController, State Observer of order
5 andp = 0; a) Output Speedy) Tracking Speed Error.
b) Caseoff >0
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Figure 3.17Responses as Optimized with Mini-Max, LLA.E., ES..T.A.E. and Compared
to not Optimized Response for the Model with 1Pé&pController, State Observer of order
5 andp > 0; a) Output Speedy) Tracking Speed Error.
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c) Caseoffg <0
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Figure 3.18Responses as Optimized with Mini-Max, ILA.E., ES..T.A.E. and Compared
to not Optimized Response for the Model with 1Pé&pController, State Observer of order
5 andp < 0; a) Output Speedy) Tracking Speed Error.

d) Comparison plots for Responses Optimized with MiniMiax only
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Figure 3.19Responses showing the effeciivhen Optimized with Mini-Max for the
Model with 1Pl Speed Controller and State Obseoverder 5;a) Output Speed)) Speed

Tracking Error.
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Table 3.13Numerical Results of Dynamic Performance ImprovenanOptimized
with Mini-Max, ILA.E., .S.E., .T.A.E. and Compatdo not Optimized Response for
the Model with 1P1 Speed Controller, State Obseofarder 5 ang® = 0.

Characteristics Not IAE ISE ITAE Mini-Max
Optimized

% peak Overshoot 53,06 53,17 55,93 51,47 42,86

Settling time [s] 0,073 0,0985| 0,0921 0,094 0,0931

Rise time [s] 0,01415 0,0116) 0,0106 0,0125%5 0,0137%2

Improvement in Mp [%] - - - 2.99 19.22

Table 3.14 Numerical Results of Dynamic Performance ImprovenanOptimized
with Mini-Max, LLA.E., I.S.E., .T.A.E. and Compatdo not Optimized Response for
the Model with 1PI Speed Controller, State Obseoferder 5 angd > 0.

Characteristics Not IAE ISE ITAE Mini-Max
Optimized

% peak Overshoot 43,36 45,41 49,04 43,35 36,64

Settling time [s] 0,0725 0,095 0,0893 0,0912 0,0667

Rise time [s] 0,01462 | 0,0119; 0,01082 0,0128 0,01412

Improvement in Mp [%)] - - - - 15.52

Table 3.15Numerical Results of Dynamic Performance ImprovenanOptimized
with Mini-Max, LLA.E., I.S.E., .T.A.E. and Compatdo not Optimized Response for
the Model with 1PI Speed Controller, State Obseoferder 5 angB < 0.

Characteristics Not IAE ISE ITAE Mini-Max
Optimized

% peak Overshoot 63,58 61,17 64,12 61,15 52,59

Settling time [s] 0,1089 0,1016, 0,0132 0,101b 0,0965%

Rise time [s] 0,01367 | 0,01121 0,01035| 0,01206¢ 0,01312

Improvement in Mp [%] - 3.79 - 3.82 17.28
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Table 3.16Numerical Results of Peak Overshoot Improvemeiicageved with Mini-

Max optimization and affected by the viscous foaticoefficient for the Model with

1PI Speed Controller and State Observer of order 5.

Viscous coefficientf

B=0

B >0

B <0

A. Peak Overshoot

240 - 224

224.80 — 214.25

256.50 — 239.26

3.6.1.4 System Model with 2P1 Speed Controller and State Oderver of Order 6

a) Caseofg =0

Syst. model with 2Pl + S.Observer of order 6 and Bta=0
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Figure 3.20Responses as Optimized with Mini-Max, ILA.E., ES..T.A.E. and Compared

to not Optimized Response for the Model with 2Pé&pController, State Observer of order
6 andp = 0; a) Output Speedy) Tracking Speed Error.

b) Caseoff >0
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Figure 3.21Responses as Optimized with Mini-Max, LLA.E., ES..T.A.E. and Compared

to not Optimized Response for the Model with 2Pé&pController, State Observer of order
6 andpB > 0; a) Output Speedy) Tracking Speed Error.
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c) Caseoffg <0

Syst. model with 2P| + §.0bserver of order 6 and Bta <0 Syst. model with 2P| + S.0bserver of order 6 and Bta <0
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Figure 3.22Responses as Optimized with Mini-Max, I.A.E., ES..T.A.E. and
Compared to not Optimized Response for the Mod#d ®Pl Speed Controller, State
Observer of order 5 anfél < 0; a) Output Speedy) Tracking Speed Error.

d) Comparison Plots for Responses Optimized with MinMax only
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Figure 3.23Responses showing the effecifoivhen Optimized with Mini-Max for
the Model with 1Pl Speed Controller and State Olesenf order 5a) Output Speed,
b) Speed Tracking Error.

69



Table 3.17 Numerical Results of Dynamic Performance ImprovenanOptimized
with Mini-Max, ILA.E., .S.E., .T.A.E. and Compatdo not Optimized Response for
the Model with 2P1 Speed Controller, State Obseofarder 6 angd = 0.

Characteristics Not IAE ISE ITAE Mini-Max
Optimized

% peak Overshoot 76.90 74.12 75.68 13.77 64.20

Settling time [s] 0.1974 0.1353] 0.1733 0.1396 0.1516

Rise time [s] 0.0209 0.0176, 0.0167 0.018 0.0199

Improvement in Mp [%] - 3.61 1.58 4.07 16.52

Table 3.18 Numerical Results of Dynamic Performance ImproveinanOptimized
with Mini-Max, LLA.E., I.S.E., .T.A.E. and Compatdo not Optimized Response for
the Model with 2P1 Speed Controller, State Obseoferder 6 ang® > 0.

Characteristics Not IAE ISE ITAE Mini-Max
Optimized

% peak Overshoot 66.66 65.11 67.52 64.82 55.07

Settling time [s] 0.1430 0.1055] 0.1425 0.1078 0.1001

Rise time [s] 0.0213 0.0181] 0.016¢ 0.018b 0.0204

Improvement in Mp [%] - 2.32 - 2.76 17.38

Table 3.19Numerical Results of Dynamic Performance ImprovenanOptimized
with Mini-Max, ILA.E., .S.E., .T.A.E. and Compatdo not Optimized Response for
the Model with 2P1 Speed Controller, State Obseoferder 6 angB < 0.

Characteristics Not IAE ISE ITAE Mini-Max
Optimized

% peak Overshoot [%] 88.47 83.51 84.68 83.47 74.28

Settling time [s] 0.211 0.1901| 0.1802 0.1894 0.171

Rise time [s] 0.0205 0.0173, 0.0164 0.0177 0.0194

Improvement in Mp [%] - 5.60 4.28 5.65 16.04
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Table 3.20Numerical Results of Peak Overshoot Improvemeiicageved with Mini-
Max optimization and affected by the viscous foaticoefficient for the Model with

2PI Speed Controller and State Observer of order 6.

Viscous coefficientp B=0 B>0 B<O0
A. Peak Overshoot 277.2-257.3| 261.16-243 | 295.33 -273.10

3.7 Results Interpretation and Discussion

These simulation results indicate thathiMini-Max approach and the integral-
based minimization methods have led to a modenapeavement in settling and rise
time of the system response for all the studied etf®odHowever, the Mini-Max
optimization approach has given a significant inveroent in percent overshoot when
compared with the small percentage of improvemehieaed using the other methods
for some models. The results have, also, mentidhatlthe application of integral
based minimization criteria on some models has techo reduction of percent
overshoot performance index, which is the casdefmodels that employ 1P| speed
controller and, respectively, state observers afeor2 and 5. Regarding these
minimization criteria, the interpretation of botlraghical and numerical results
indicates the bad responses in terms of peak oversire those given when ISE
optimization criterion is used.

For the effect of viscous friction coeféint on the dynamic performance
improvement and amelioration, the simulation resualte very closer whether this
coefficient is taken into account or neglecting insorporation in the drive model
structure. This means that its effect on the dyogmerformance of system response is
not significant.

By referring to the explanation giventlé beginning of this chapter, which
concerns the relationship between the peak ovetrshod stability margins of the
system, we can say, based on the obtained rethdtsthe use of Mini-Max approach
has allowed us to achieve an important ameliorati®ystem stability margin without

losing the speed and accuracy performance of theasystem.
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3.8 Conclusion

In this chapter, we have presented tlealt® of an optimization study that we
have performed to perfecting the control perforneant cascade Pl speed controller
and state observer-based DC drive system modelschware elaborated for
implementation particularly in paper and steelingll mill industries. The results
concern the application of Mini-Max optimizationpapach to optimally selecting the
parameters of Pl speed controller for which improgats in dynamic and stability
performance are achieved. The simulation resule lshown that an improvement in
transient response characteristics (e.g., rise, tga#ling time and % overshoot) is
evident, especially with a significant improvemamtpercent overshoot and a minor
effect of viscous friction coefficient.

These results are compared to thodaireal with IAE, ISE and ITAE
integral-based minimization methods. This comparieas shown the superiority of
the Mini-Max approach over the other methods inrgjvan important amelioration in
system stability margin without losing the speed atcuracy performance of the
control system’s steady-state response.
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Chapter 4

Improving Accuracy Performance and Order of
Astatism of DC Drive using Feed-Forward

Compensation

4.1 Introduction

Feedback control systems are built to ilgoithe behavior of a process so it
behaves in a specific desirable way over time tihewowords, the primary objective of
feedback system is to make the system’s outpuddi@jies follow the imposed input
trajectories. The DC drive systems, widely usedpaper and steel rolling mill
industries, are considered as high performance omatontrol systems which are
characterized by their good dynamic and steadg staut reference tracking and load
disturbance rejection requirements [107]. The Ritradler is particularly extensively
used to build the feedback system where the drigeonspeed should be precisely
controlled to give the desired performance. Thifoisnd highly effective if both set
point and load disturbance changes are small. Hexy@v event of substantial speed
and /or torque variation, as the case of rolling ptants, these conventional systems
become unable alone to track accurately thesetiarsaand preventing, therefore, the
deviation from the desired performance. Since tnaity of product in these plants is
closely related to the steady state accuracy pedgonce, the improvement of these
performances in presence of external variationschaage is crucial.

In this chapter, we intend to study ameestigate the steady state performance

of those systems in response to input referencel@au! torque changes, where an

73



appropriate feed-forward compensating transfer tiancis applied to enhance their
order of astatism without inserting additional gr&ors in the forward path of the
closed loop system and therefore achieving imprarénof the corresponding

tracking error accuracy performance.

4.2 Preliminaries

Before we start discussing the accuraayopmance analysis and improvement
of the system at hand, which is the core idea iaf ¢hapter, we find it necessary to

know, first,the basic signals used to carry out this study.
4.2.1 Typical Standard Signals for Accuracy Analysis

The accuracy performance of any systemstgnated by its ability to follow
accurately with a smallest possible error a givgrui signal. Consequently, in order to
study and analyze the accuracy performance propéitye feedback control system,
it is used to employ the test standard signalsresged in the time domain by the

polynomial of degreg as follows [108]:

r(t) = ;—Tu(t) = K, tu(t), t=>0 (4.2)

With K, is an arbitrary constant and(t) represents the unit step input function

defined as:

0,t<0
u(t) = (4.2)
1, t=0

The corresponding Laplace transform of the refexesignal is defined by:

Kq
sq+1

R(s) = (4.3)

However, when this system is being aredyfor its accuracy, it does not make

any sense to stimulate it with all manner of infuntctions. Instead, it is in analyzer’'s
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best interest to test the system with a set ofdstahand simple reference functions.
These are step, ramp and parabolic input stimglagignals of which we give the

following brief description [109].

4.2.1.1 Step Function Signal
The step signal is defined by the pieseviunction as follows:

0, t<0
r(t) = (4.4)
Ky, t=0

In term of unit step function defined by (4.2), step function can be re-expressed as

follows:
1o (t) = Kou(t) (4.5)
Its corresponding Laplace transform is given by:

Ro(s) = 2 (4.6)

This step function is an important sigmadt only its usefulness in determining
the transient (dynamic) performance propertiesantol systems engineering from
the step response characteristics, but also imkocessing, systems analysis, and
all branches of engineering. Moreover, if the dtepction is input to a system, the
output of the system is known as the step respansdeit can be defined using the

inverse Laplace transform as:

r(6) = 1o(t) = Ko u(t) s

y() = 17! {G(s) R(s) = Ko/s} =17 {6()"Y (4.7)

Where:G (s) being the system’s transfer function.
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4.2.1.2 The Ramp Function

The ramp signal is defined in terms oft wgtep function by the following
expression:

r(t) = Kt u(t) (4.8)

Using the inverse Laplace transform, the correspmndamp response of a system

defined by its transfer functia(s) is described by the following:

r(t) = ,(6) = Ky tut) s

y(®) = 171 {G(s) R(s) = Kl/sz} =17 {6() 3} (4.9)

This response is also used to study the performpirageerties in steady state regime.

4.2.1.3 Parabolic Function

The parabolic signal is also typical atdndard used basically to stimulate a
system for accuracy performance analysis. It isnddfin terms of unit step function
by the following:

r,(t) = K, t? u(t) (4.10)

Similarly, the parabolic response is given by:

yields
r(t) = r,(t) = K, t? u(t) —

y() = 17! {G(s) R(s) = KZ/Sg} =17 {6() 3} (4.11)
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4.3 System’s Accuracy Performance Assessment for Varidd Set Point

Besides the interest of having good dyingmerformance properties, the steady
state performance is also of paramount concern wdesigning and analyzing a
control system. This performance is fully descriligdthe accuracy property of the
control system response. It means that, not onlyegeire the transient regime to be
short with the desired dynamic performance speatibos, but also we need the
system to be accurately enough at steady stateeegi

The accuracy of a closed loop controlteaysis fully quantified in terms of
steady state error, which is defined, in the timendin, as the difference between the
reference signal and the measured controlled sagaime tends to infinity.
Based on this definition, our theoretical evaluatand analysis of system accuracy
performance due to assumed set point changes fermped by considering the
separately excited DC drive system being repreddmgethe general block diagram of
Fig.4.1.

R(s) E(s) Y(s)

A 4
v

" Ge(s) Gp(s)

+
o
TN

Yes(s)

H(s)

Figure 4.1 General Block Diagram of DC Drive Control Systernthout

Load Disturbance Signal.
With R(s) represents the reference input signals.

Y (s) andY,.(s) are, respectively, the actual and estimated owjperd signals.

E(s) is the tracking error signal of closed loop system
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G:(s),Gp(s) and H(s) are, respectively, the corresponding transfections of the
controller, the controlled system (motor + powenerter) and the state observer (the

feedback element) defined by the general formglk®ifs:

Go(s) = aNC(S) _ _bmcs™C +bme sm‘:__1 +-+b1c S+boc ' >0, (a, + nc) = me
S¥CD(s)  s% (apcS™C +apc—1 S+ +aq o s+age)
(4.12)
6r(5) = St = o e s, @y 20, (a + np) 2 mp
(4.13)
H(s) = Np(s) _ bmps™ +bpmp_q ™1 4 tbyy stbop @, =0, (a, + nh) =mh

T s®hDp(s)  s% (anh s™ +app—q ™1 4+ tagp s+agp)’

(4.14)

Based on this general representationptéeiously defined steady state tracking

error of the system is expressed, in time domain, a

€ss = limt—mo(r(t) = Yes(t)) (4.15)

It is known that this steady state ersa standard measure of performance that
is widely used in assessing the accuracy of cosyrstem [62]; therefore, it is obvious

that an accurate control system is that of idesdhp steady state error.

4.3.1 Calculation of System’s Steady State Error

By referring to the general block diagreepresentation of Fig.4.1, in frequency
domain, the control tracking error is defined as thfference between the reference

signalR(s) and the estimated output sigigl(s) as follows:
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E(s) =R(s) —H(s)Y(s) (4.16)

Since:

Y(s) = Go(s)Gp(s)E(S) (4.17)
It results that:

E(s) = R(s) — H(s)G,(s)G,(s)E(s) (4.18)
Hence:

EG) = mmimemns RO (4.19)

Based on the definitions (4.12), (4.13) and (4.8 ,define the control system’s open

loop transfer function to be:

Gou(5) = HGe()Gr(5) = Tz SE (4.20)

Or:
Gy (s) = % (4.21)

Where:

Noi(s) = Np(s)N:(s)N,(s) = Koy (1 + bys + bys? + - + byys™) (4.22)
Dyi(s) = Dp(s)D.(s)D,(s) = (1 + a;s + aps® + - + a,s™) (4.23)

And
a= ap+ a.+ a, (4.24)
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0

The constan,;, = Z— in the polynomial expression (4.22) is known as th
0

steady state gain of the open loop transfer funciitve parametar defined by (4.24)
is known as therder of astatism (type) of the system’s open loop transfer function,
which represents the number of integrators in ¢nevdird path of the feedback control

loop. Therefore, the tracking error is rewritterdenthe following expression:

E(s) = —=— R(s) = ——229 _ p(y) (4.25)

1+GoL(s) T Noi(s)+5% Dyy(s)

If the control system is stable [109} ttnal value of the tracking error in the
time domain € - o), which is the steady state error, is calculateshgi the final

value theorem as follows:

1

ess(0) = %_Lrg e(t) = lsl_r)l(l) sE(s) = lsiixg S v— R(s) (4.26)
Or:

e, () = limy_, — 2ol _ pcgy (4.27)

No1(s)+s% Doi(s)

By referring to expressions (4.22) and (4.23), Wwam:

limg,q N,;(s) = K, (4.28)

lim Do, (s) = 1 (4.29)
Consequently, the expression of steady state bemymes:

ess(0) = limg_,, R(s) (4.30)

Koi+s%

If we substitute the input reference sigi¥ls) by its general expression (4.3) in
(4.30), we obtain:
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a—
Kqs L Kqs%1

e, (c0) = lim (4.31)

50 SCI+1(1+%) B !91—1}8 s*+Ko1

It is clear from expression (4.31) thia¢ final value of the steady state error
depends simultaneously on the system’s order ettisst and the form of reference
signal R(s) (the value ofg in the expression). Using the previously definethdard
input signals, this final value can be distinguilas follows:

* Position steady state error when the system is stimulated usiggp input

signal and is characterized by the position eroefficientk,, defined by:
K, = lim,_, G (S) (4.32)

» Speed steady state error when the system is stimulated usmagnp input signal

and is characterized by the speed error coeffidigrtefined as:
K‘l? = lims_)o S GOL(S) (433)

» Acceleration steady state error when the system is stimulated usipayabolic
input signal and is characterized by the accelamadiror coefficienk, defined

as.:
Ka = lims_)o SZ GOL(S) (434)

These coefficients enter implicitly in the defioni of the steady state error expression,
where their knowledge determines the quality andusxcy of a given automatic
control system when it is being excited by a debeeoh standard input reference

signal.
4.3.2 Relationship between System Accuracy and its Ordesf Astatism

From the above, we deduce that therecmi@lation between the system’s order

of astatism and its accuracy represented by ttad fialue of steady state error. This
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fact is summarized in the Table 4.1 that mentitressteady state error evaluated for

different order of astitism and stimulated with #tandard input signals.

Table 4.1Values of Steady State Error due to Step, RamgPamnabolic Set Point
Changes and its Relation to System’s Order of /Astat

System’s System Input Reference Signal

type Step (q = 0) Ramp (q = 1) | Parabolic (q = 2)

0 e.. = Ko €ss = 0 €ss = ©

* 14K,
1 ess =0 o — ﬁ €gg = ©
SS Kv

2 e =0 e =0 o — K>

SS Ka

> 2 ess =0 ess =0 ess =0

From these theoretical results, we notice thahéf $ystem is stable and of order of
astatism (typey, then it has a zero steady-state error for polyabmeference inputs
of order less tham, a nonzero finite steady-state error for an infubrder equals to
a, and an infinite steady-state error for inputoader greater than. Therefore, we
have:

* A type O system has a nonzero but finite steady-state &roa step reference
input, and an infinite steady-state error for raang higher-order inputs.

» A typel system has zero steady-state error for a step, iadinite steady-state
error for a ramp input, and infinite steady-stat@efor inputs of order two or
higher.

* A type 2 system has zero steady-state error for step ang@ mputs, a finite
steady-state error for a second-order input, afidit@ steady-state error for

inputs of order three or higher.
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4.3.3 Simulation Results

In this subsection, we shall apply theab theoretical facts to analyze and
assess the quality of the drive speed responsernimstof accuracy performance and
order of astatism. We will follow the same procedpreviously worked out for all
studied models. Each model is being stimulatedgustep, ramp, and parabolic or
higher order polynomial functions (depending on thedel order of astatism) as
reference input signals. In order to investigatedffect of viscous friction coefficient
(B), the obtained simulation results of the speedkingcerror response are depicted

according to the value of this coefficient.

4.3.3.1 System Model with 1Pl Speed Controller and State Oderver of order 2

System with 1Pl + 5.0bserver 2 + Bta=0 System with 1Pl + 5.0bserver 2 + Bta » 0 System with 1Pl + 5.0bserver 2 + Bta< 0
2 T T 15 T ‘ T T

Speed Tracking Error [rad/s]

Speed Tracking Error [rad/s]
Speed Tracking Error [rad/s]

Time [s] Time [s] ' Time [s]

a) b) c)

Figure 4.2 Speed Tracking Error Response of System Model WthSpeed
Controller and State Observer of order 2 due totii§et Point Changes) case of

B =0,b) case off > 0, c) case of < 0.

83



4.3.3.2 System Model with 2P1 Speed Controller and State Oderver of order 2

System with 2Pl + S.Observer 2 + Bta =0 System with 2P| + 5.0bserver 2 + Bta = 0 System with 2PI + $.0bserver 2 + Bta < 0
3 . T T

T T 15 T T

q=3

Speed Tracking Error [rad/s]
Speed Tracking Error [rad/s]
Speed Tracking Error [rad/s]

E . E 0 0.15 ; 15
Time [s] Time [s] Time [s]

a) b) c)
Figure 4.3 Speed Tracking Error Response of System Model WitHh Speed
Controller and State Observer of order 2 due tatiret Point Changes) case of
B =0,b) case off > 0, c) case off < 0.

4.3.3.3 System Model with 1Pl Speed Controller and State Oderver of order 5

System with 1Pl + S.0bserver 5 + Bta=0 System with 1Pl + 5.0bserver 5 + Bta > 0 System with 1Pl + 5.0bserver 5+ Bta < 0
3 T T 15 T T 1.5 T T
: : ! 1 q=2 :
L A
— — T O S R SR — : :
Ed £ £ : :
3 3 Y] | N S
= = = : :
= . ' ! - q=0
2 2 05— O RERRRERETESTESEREES 2
= e . j = 0
w w : ' w
g g q=1 g
= 5 | A
© 0 @ 0f ©
i it il
5 q=0 = V q=0 =
BB IO IO B T e N ]
@ : : q= @ : : @
o H H =3 H . o
D At L R S LR R EEEEEEEEEEEEY n
1] ERTEEEPEPERE PEREEEPREREPR PEREPPREPRPRe
2 H H A i 1 R i i
0 0.5 1 1.5 0 0.5 1 15 0 0.5 1 1.5
Time [s] Time [s] Time [s]
a) b) c)

Figure 4.4 Speed Tracking Error Response of System Model WhSpeed
Controller and State Observer of order 5 due totii§et Point Changes) case of
B =0,b) case off > 0, c) case of < 0.
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4.3.3.4 System Model with 2P1 Speed Controller and State Oderver of order 6

System with 2Pl + 5.0bserver 6 + Bta =0 System with 2P| + S.0bserver 6 + Bta > 0 System with 2P1 + S.0bserver 6 + Bta < 0
15 T T 15 T T 1 T T

Speed Tracking Error [radis]
Speed Tracking Error [rad/s]
Speed Tracking Error [rad/s]

K 0 0.‘5 ; 15 .
Time [s] Time [s] Time [s]

a) b) c)
Figure 4.5 Speed Tracking Error Response of System Model 2#hSpeed
Controller and State Observer of order 6 due totii§et Point Changes) case of
B =0,b) case off > 0, c) case of < 0.

4.3.4 Results Interpretation and Discussion

Obviously, the graphical simulation esmention that the four studied models
respond differently to input set point changes, iehihe final value of steady state
error depends on the order of astatism of each imbtigeover, the results show that
the models which incorporate double Pl speed cbetroacquire higher order of
astatism, hence they have better accuracy perfagn@response to set point change
than those models of only single PI controllerisitalso noticeable that the models
simulated with disregarding the coefficient of wses friction # = 0) have higher
order of astatism than the case of taking thisfaoneit different of zero.

Overall, all the models exhibit the @il to improve their accuracy
performance and order of astatism by zeroing tteistant steady state errors due to a

given input set point stimulation.
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4.4. Accuracy Performance Improvement using Feed-ForwardCompensation

The above simulation results give us adgmicture about the accuracy
performance quality of the Pl based speed contr@l€ drive system when it is
stimulated using basically a different input refexe signals. The results mention, for
all the different models studied, the failure ofaéid double Pl speed controller alone
to withstand the substantial speed variation andntaaing the desired tracking
performance.

In order to overcome this problem, a ¢btwork has been done by many
researchers to find control methods and technigbat are capable of achieving
improvement in accuracy performance of control esyst under variable input

reference conditions.
4.4.1 Previous Work

To solve this control problem, particljyaairisen in paper and steel rolling mill
industries, many methods are proposed in the fitexa Traditionally, it is used to
improve the accuracy performance of a closed laoyirol system by the proportional
gain method [41], which consists of exploiting theerse proportionality relationship
that exists between the system steady state antbthe loop static gain and reducing
the former by increasing the loop gain. This methalthough efficient of allowing
obtaining a speed response with a very small stesddie error, it degrades the
system’s transient performance by increasing thhegme¢ overshoot. Another method
known as integral control [110] is also used toriove both systems’ order of astatism
and accuracy by modifying the control structure aaldliing integral terms in the
forward path of the control loop. The main drawbatkhis method is that these added
integrators may lead to instability of the system.

The sliding mode control (SMC) is usedhwiPl controller in [111, 112] as a
robust and simple control technique to ensure lgtaband desired tracking
performance for especially systems characterizedumgertainties and disturbance
variation. Although its effectiveness in achievittte performance objectives, this
method suffers from a major drawback of chattermpfgegnomenon, which can be

reduced using other techniques. Due to the fatctSMC method exhibits robustness
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and high disturbance rejection capability, it iedislone in [113] to replace the PID
controller and improving the accuracy performantfecéed by the cutting forces of
the machine tool systems.

In an attempt of combining the advantagésliding mode control and the
adaptive control approach, the method named astiadagliding mode control is
proposed in [114] to compensate model uncertaingiefiexible-joint manipulator
nonlinear dynamic systems and ensuring robustlgyabnd accuracy performance.
An accurate steady state response with zero exraiso obtained using this combined
technique in [115], where the control chatterinthisreafter eliminated.

An adaptive neural network (NN) controheme is also used in [116] to study
and improve the tracking performance of inductioston speed control drive systems
under variable reference input signal. The achigyerfibrmance is judged satisfactory
using both simulation and experimental laboratagutts even in the presence of
much strong mechanical friction and other non lingfaaracteristics. The method is
also applied in [117] for the same purpose on feed and position controlled DC
motor drive system.

The hybrid fuzzy-neural networks contolis, on the other hand, applied in
[118], to adaptively improve both robustness anclieacy performance of induction
motor speed control system. The tracking perforraariche system was satisfactorily
illustrated under a variable load torque with thxtemal disturbance introduced by
disturbing the load during trajectory control. Td@me approach is also used in [119]
to improve the control performance of the DC drireler transient and steady state
conditions.

4.4.2 Application of Feed-Forward Compensation Technique

The feed-forward compensation is an a#teve approach widely employed to
enhance the quality and performance of control esysin different engineering
branches. It consists of altering the structurethe control system by adding a
compensating branch in the forward path of theerddsop system. Many techniques
have used this approach to improve the tracking aocuracy performance of

feedback control systems. In the literature, theaurslle Network (NN) based feed-
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forward method is used in [120] to ameliorate theusacy performance of PID based
nonlinear control systems characterized with antigjsturbance.

The obtained results have mentioned iafaatory reduction of the steady state
error after a certain learning number. The Fuzayiclacontrol combined with Pl
controller has also been used in [121] as a feeda@ compensator to improve the
already implemented sliding mode based positioomgrol system. For more reading
in this topic, we can refer to [122] where othemfie of feed-forward compensators
are studied.

In our work we will use this feed-forwatdmpensating technique according to
the structure depicted by the simulink block diagmef Fig.4.6 and applied, typically,
on the system model with 1PI and state observerdsr 2.

Kg.s

0.004:+1

numis) . ’ Secope2
> - P i Vs S I

5 5

wref | numis)

| 2

v v

h

w

Pl Speed Controller Pl Cument Controller o | |

PWM TL wm ,.l
DC moter Scopel
State Observer order 2
Constant
consti Wim

@ 4 const? \a

F 3

Figure 4.6 Typical Block Diagram of System Model with 1Pl and States@ler of
order 2 Incorporating Feed-Forward Compensatiorhiliggie.

Accordingly, we aim of using the feed-forward comgation to improve both
accuracy and order of astatism of the drive sydtgmeducing the finite steady state
error via the identification of the proposed feedafard transfer function, which we

define it to have the following form:
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qu
0.004s+1

Trp(s) = (4.35)

Where the constani, is determined by solving the square of error based

minimization problem described as:
Ming, Kge*(t) (4.36)

In order to solve the function (4.36), wese the MATLAB function
“fminsearch” from optimization tool box [106]. Theutput of the minimization
process gives the optimal value of the constgptwhich identifies completely the
transfer function of the used feed-forward comptarsahat corresponds to the
improved accuracy performance for each simulink ehadpresenting the system at
hand.

The simulation results showing improvetseof both accuracy performance
and order of astatism that are achieved with e&¢buo studied models are illustrated

consecutively in the following subsequent figures.

4.4.2.1 System Model with 1Pl Speed Controller and State Oderver of order 2

Syst. model: 1P1+5.0bserver 2, Bta=0 Syst. model: 1PI+S.0bserver 2, Bta = 0 Syst. model: 1PI+S.0bserver 2, Bta < 0
T T T T T T 1 T T T
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a) b) c)

Figure 4.7 Steady State Error and order of Astatism Improvaméih Feed-Forward
Compensation of System Model with 1Pl and Statec@/es of order 2 under Input
Set Point Changes; a) caseBof 0, b) case off > 0, ¢) case off < 0
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4.4.2.2 System Model with 2P1 Speed Controller and State Oderver of order 2

Syst. model: 2P1+5.0bserver 2, Bta=0 Syst. model: 2P1+S5.0bserver 2, Bta = 0 Syst. model: 2P1+S.0bserver 2, Bta < 0
T T T T T T T T T
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Figure 4.8 Steady State Error and order of Astatism Improvaméih Feed-Forward
Compensation of System Model with 2P| and Statee@/es of order 2 under Input
Set Point Changes; a) caseBof 0, b) case off > 0, ¢) case off < 0

4.4.2.3 System Model with 1Pl Speed Controller and State Oderver of order 5

Syst. model: 1P1+5.0bserver 5, Bta=0 Syst. model: 1P1+5.0bserver 5, Bta = 0 Syst. model: 1P1+5.0bserver 5, Bta < 0
S S R N R T ]
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Figure 4.9 Steady State Error and order of Astatism Improveamath Feed-Forward
Compensation of System Model with 1P1 and Statee®es of order 5 under Input
Set Point Changes; a) casefof 0, b) case off > 0, c) case of < 0
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4.4.2.4 System Model with 2P1 Speed Controller and State Oderver of order 6

Syst. model: 2P1+5.0bserver 6, Bta=0 Syst. model: 2P|+5.0bserver 6, Bta = 0 Syst. model: 2P1+5.0bserver 6, Bta < 0

1
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Figure 4.10Steady State Error and order of Astatism Improvamath Feed-
Forward Compensation of System Model with 2P| atedeSObserver of order 6 under

Input Set Point Changes; a) casgct 0, b) case off > 0, c) case of < 0

4.4.3 Results Interpretation and Discussion

The simulation results mention clearlattthe use of optimized feed-forward
transfer function compensation has allowed improyanof accuracy performance of
all the models subjected to input set point chanigesuch a way that a response with
constant steady state error before compensation pgeafectly followed, after
compensation, the change occurred in the inpureeée. Consequently, regardless
the value of viscous friction coefficient, an impemnent of accuracy is achieved for

all models and their order of astatism has beemauatgd by one.
4.5 Improving System’s Accuracy under Load DisturbanceEffect

In a drive system, the task of a speedtrotier is to generate the torque
reference that drives the output speed towardseh@oint value and keeps the speed
error as small as possible, preferably zero. Teed@rror is caused either by the input
disturbance (i.e., the speed reference) or by awaimg the load torqué&,. in this
section we study the effect of load torque distndeaon the accuracy performance of
the drive speed response where an improvemening bespired.
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4.5.1 Load Disturbance Steady State Error Evaluation

To calculate the steady state error dad korque disturbance, we consider the

following general block diagram representation oif drive system.
D(s)

R(s) E(s) * Y(s)

v

> Ge(s) Gp(s)

+
f
NG

Yes(s)

H(s)

Figure 4.11General Block Diagram of DC Drive Control Systemhw.oad

Disturbance Signal Account

With D(s) represents the load torque disturbance signal.
In frequency domain, the control trackergorE(s) is defined as the difference

between the reference sigidls) and the estimated output sigigl(s) as follows:

E(s) = R(s) —H(s)Y(s) (4.37)
Since:
Y(s) = [Gc(S)E(s) + D(s)]Gp(s) (4.38)
It results that:
E(s) = R(s) — H(s)G.(s)Gp(s)E(s) — H(s)G,(s)D(s) (4.39)
Hence:
E(s) = L R(s) — —19%S) oy (4.40)
1+H(s)Gc(s)Gp(s) 1+H(5)Gc(s)Gp(s) ’
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Or:

Where:
1 . . . .
Er(s) = PPV BT R(s) is the tracking error due to the input referenicma,
. _ H(s)Gp(s) . . .
and:Ep(s) = PPVTET Y D(s) is error due to the load disturbance signal.

This is can be verified by rearranging thlock diagram of Fig.4.11 in the

following two forms:

R(s)=0
R(s) D(s) =0 E(s) D(s) E(s)
:m G,(S)H(s) -1
+ +
Gc(s)G,(s)H(s) Gc(s)
a) b)

Figure 4.12Equivalent Block Diagram of DC Drive System unttex Independent

effect of Set Point (a) and Load Disturbance (bjiateons.

We shall only consider the evaluation of the stestdye error caused by the variation
and change of load torque disturbance accordifggd.12 (b).

Therefore, by using the definitions (4.12), (4.484 (4.14) given, respectively to the
transfer functionsG(s), Gr(s) andH (s) with the expression (4.21) defining the open
loop transfer function of the system, the contratking error due to disturbance can,

finally, be given as the following:

Ep(s) = — S LeOMONG) py (4.42)

Noi(s)+5% Dyy(s)

The steady state error is calculated using the vialae theorem as follows:
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s#¢*tL Do(S)Np(S)NR(s)
Noi(s)+5% Dgi(s)

el (0) = lim eP(t) = lim s B (s) = lim — D(s) (4.43)
—0 Nand S—

With e?(t) is the tracking error due to the load disturbaasgpressed in the time

domain, ana? . () is its corresponding steady state value.

If we define:
boc
Ke=~.. (4.44)
K, = 2% (4.45)
P agp :
__bon

As being, respectively, the static gains of theegponding transfer functior.(s),
G, (s) andH (s);

And if we use the expression (4.3) to define aalde load torque disturbance as:

Kq
sq+1

D(s) =

(4.47)

After developing the equation (4.43), the finaluabf the steady state error reflecting

the effect of load torque disturbance can be gasen

Dy =l KaKoKns . KqKpKnste
e”ss(0) = lim U +Ke KpKp) 590 s9(s%+Kop) (4.48)
W|th KOl = KC KpKh

Based on the above theoretical background, we suizenia Table 4.2 the values of
the steady state error corresponding to the diftestgandard test signals of the load

torque disturbance.

By comparing the two forms of the eqleva circuit of Fig.4.12, we can

deduce that the parameters of the controller'ssteanfunction &., K.) are basic in
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determining the steady state error value as wethasiumber of integrators at origin

or astatism order of the system due to load todysterbance.

We summarize these values accordingeaadyipe of the applied load disturbance

signal in Table 4.2.

Table 4.2Values of Steady State Error due to Step, Ram@Panabolic Load Torque

Disturbance

Load Torque Disturbance Signal
System
type Ko u(t) Kitu(t) K, t? u(t)
(q=0) (g=1) (q=2)
0 eDss(OO) = — — KOKpKh eDSS(w) =® eDss(w) = ©
1+ K.K,Ky
D — D —
1 e ss(0) =0 el (0) = _ﬁ e” ss(0) = 00
C
D — D — K
? =0 R PO
C
> 2 eDss(OO) =0 eDss(Oo) = eDss(Oo) =0

4.5.2 Simulation Results of Steady State Error under Loadisturbance

We will explore this theoretical assesstmef steady state error due to load
torque disturbance by simulation. To do so, we maed® the input set point signal
and applying a variable load torque polynomial algof standard step, ramp and

parabolic basis.
The results are given consecutivelygach model and according to the value

of viscous friction coefficient in the followingdures.
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4.5.2.1 System Model with 1Pl Speed Controller and State Oderver of order 2

System with 1P + 5.0bserver 2 + Bta=0

Speed Tracking Error due to TL[rad/ls]

0 0.5 1 15
Time [s]

a)

Speed Tracking Error due to TL[rad/s]

System with 1Pl + S.0Observer 2 + Bta >

=
[

0.4

0.3

0.2

0.1

0.1

0.2

0 0.5 1
Time [s]

b)

Speed Tracking Error due to TL[rad/s]

System with 1Pl + S.Observer 2 + Bta < 0

0 0.5 1 15
Time [s]

c)

Figure 4.13Speed Tracking Error Response of System Model ¥#thSpeed

Controller and State Observer of order 2 due talbarque Disturbances) case of

B =0,b) case off > 0, c) case off < 0.

4.5.2.2 System Model with 2PI Speed Controller and State Oderver of order 2

Syst. model with 2P| + 5.0bserver 2 + Bta =0
06

Speed Tracking Error due to TL [rad/s]

Time [s]

a)

Speed Tracking Error due to TL [rad/s]

Syst. model with 2Pl + 5.0bserver + Bta = 0
06

Time [s]

b)

Syst. model with 2Pl + 5.0bserver + Bta < 0

Speed Tracking Error due to TL [rad/s]

0 0.5 1 1.5
Time [s]

c)

Figure 4.14Speed Tracking Error Response of System Model 2#thSpeed

Controller and State Observer of order 2 due tadlbarque Disturbance) case of

f = 0,b) case off > 0, c) case off < 0.
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4.5.2.3 System Model with 1Pl Speed Controller and State Oderver of order 5

System with 1Pl + $.0Observer 5+ Bta =10 System with 1P + 5.0bserver 5 + Bta = 0 System with 1Pl + 5.0bserver 5+ Bta < 0
I A z )
3 : - la=2| 3 3
L N S P e = =
= i i e P
o ' ' o o
§ of e S :
= H | = =]
b=l : : ° °
B D2t - = H
£ | ' E £
w : w w
m 01t =) o
c * c £
= H x =
[} ' o o
g 0 - & g
= ; q=0 = -
e : g=1 = 2
8 QAo 2 3
o : o o
7] ' 7] 7]
|
0 05 1 15 0 0.5 1 15 0 0.5 1 15
Time [g] Time [g] Time [s]
a) b) c)

Figure 4.15Speed Tracking Error Response of System Model ¥#thSpeed
Controller and State Observer of order 5 due talbarque Disturbances) case of
B =0,b) case off > 0, c) case of < 0.

4.5.2.4 System Model with 2PI speed controller and State Gierver of order 6

System with 2Pl + S.Observer 6 + Bta =0 System with 2Pl + $.0bserver 6 + Bta = 0 System with 2Pl + 5.0bserver 6 + Bta < 0
05 T T 05 T T 05 T T

TL[radfs]

Speed Tracking Error due to TL[rad/s]
Speed Tracking Error due to TL[rad/s]

Speed Tracking Error due to

0 [J.‘S ; 1.5 0 [J.IS % 1.5 0 0.5 1 15
Time [s] Time [s] Time [s]

a) b) c)

Figure 4.16Speed Tracking Error Response of System Model 2#thSpeed
Controller and State Observer of order 6 due tadlbarque Disturbance) case of
B =0,b) case ofs > 0, c) case off < 0.
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4.5.3 Results Interpretation and Discussion

These results, which reflect the effeictoad torque variation on the accuracy
performance of the drive system, illustrate thecrdipancy between the models in
responding the different stimulating signals aslltmque. Unlike the case of set point
effect on the value of steady state error, heeeresults obtained for the final value of
this accuracy parameter have nothing to do witltheeithe number of Pl speed
controller nor the consideration of the value c&fcaus friction coefficient. However,
all the models exhibit the ability to improve theaccuracy performance and by
zeroing their constant steady state errors prodwhesl to a given load torque
disturbance.

4.5.4 Load Torque Disturbance Suppression using Feed-Forard Compensation

In this section, we present the same feediard compensation technique to
suppress the effect of load torque disturbanceaahteving improvement of accuracy
performance of the system. A typical structure thastrates the employment of this
compensator with system model constituted of 1Bedpontroller and state observer

of order two is depicted by the block diagram af.&il16.

KqTls |

<
0.0045+1

* s) ! 5) Scope2
| ’ numys) numys) . | =
[ — * e — P i W Vg la

Speed ref. v 3 v 3 v

P| Cument Controller FWI i1 wn :IDI

DC metor Scopet

A A

v

w
T

Pl Speed Controller

State Observer order 2

consti Wim [

F

@: CONStZ Va

Load Torque

Figure 4.17Typical Block Diagram of System Model with 1Pl and States@er of

order 2 Incorporating Feed-Forward Load TorqueDsince Compensation.
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By applying this structure on all thediad models, the simulation results are
given consecutively in the following figures.
4.5.4.1 System Model with 1Pl Speed Controller and State Oderver of order 2

Syst. model: 1P1+5.0bserver 2, Bta=0 Syst. model: 1Pl+5.0bserver 2, Bta = 0 Syst. model: 1P1+5.0bserver 2, Bta < 0
kil 0.8 T T T T 1 T T T I I
Error Before Compensation
Error After Compensation
Error After Compensation

S e

I I I I T
Error Before compensation
Error After Compensation
Error After Compensation

Error Before Compensation
Error After Compensation
06 Error After Compensation

0.8

0.6

0.4

0.2} 024

0k-

02 -0.2

-0.4

gl

-0.6

Speed Tracking Error due to TL [rad/s]
Speed Tracking Error due to TL [rad/s]
Speed Tracking Error due to TL[radls]

B I St M =i S 08l

; ; ; ; ; 038 ; ; ; ; ; 4 ; ; ; ; ;
02 04 06 08 1 0 02 04 06 08 1 0 02 04 06 08 1
Time [s] Time [s] Time [s]

a) b) c)

Figure 4.18Steady State Error Improvement with Feed-Forwarch@Ensation of
System Model with 1Pl and State Observer of ordender Load Torque Disturbance;

a) case off = 0,b)caseoff > 0,c)caseoff <0

4.5.4.2 System Model with 2PI Speed Controller and State Oderver of order 2

Syst. model: 2PI+5.0bserver 2, Bta=0 Syst. model: 2PI+5.0bserver 2, Bta > 0 Syst. model: 2PI+5.0bserver 2, Bta < 0
1 I I I I I 08 I I I I I 1 I I I I I
— Error Before compensation — Error Before Compensation — Error Before Compensation
0.8 1 —— Error After Compensation 0.6 f{ — Error After Compensation 0.8 1 —— Error After Compensation
0.6 Error After Compensation Error After Compensation 06- Error After Compensation

TL [radis]
TL[rad/s]

04 b o
' ' ' ' 0_4. O

N e=2]
B [ = ——— 02

Speed Tracking Error due to TL [rad/s]

2 2
@ <o
= 3
13
§ o 5
m i
22 g
-
E S 04t}
= 04t (=
T E 06
o
g 06 & 08
4 ! ! ! ! ! 08 ! ! ! ! ! A ! ! ! ! !
0 02 04 06 08 1 0 02 04 06 08 1 0 02 04 06 08 1
Time [s] Time [s] Time [s]
a) b) c)

Figure 4.19Steady State Error Improvement with Feed-Forwarch@ansation of
System Model with 2PI and State Observer of ordender Load Torque Disturbance;

a) case off = 0, b) case of > 0, c) case op <0
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4.5.4.3 System Model with 1Pl Speed Controller and State Oderver of order 5

Syst. model: 1PI+5.0bserver 5, Bta=0 Syst. model: 1Pl+5.0bserver 5, Bta = 0 Syst. model: 1PI+5.0bserver 5, Bta < 0
I I I I I I I I I I I I I I I
Error Before compensation
Error After Compensation
Error After Compensation

Error Before Compensation
Error After Compensation
Error After Compensation

Error Before Compensation
Error After Compensation
Error After Compensation

0.6

0.8

0.8

Speed Tracking Error due to TL [rad/s]
Speed Tracking Error due to TL [rad/s]
Speed Tracking Error due to TL[rad/s]

) SR s 1t PSP ) S S SR S R S
0 02 04 06 08 1 0 02 04 06 08 1 0 02 04 06 08 1
Time [s] Time [s] Time [s]
a) b) c)

Figure 4.20Steady State Error Improvement with Feed-Forwarch@Ensation of
System Model with 1Pl and State Observer of ordender Load Torque Disturbance;

a) case off = 0, b) case of > 0, c) case of <0

4.5.4.4 System Model with 2P1 Speed Controller and State Oderver of order 6

Syst. model: 2PI+5.0bserver 6, Bta=D Syst. model: 2PI+5.0bserver 6, Bta = 0 Syst. model: 2PI+5.0bserver 6, Bta < 0

T T I I T 7 08 T T T T T ri 08 T T T T T i
Error Before Compensation
Error After Compensation
Error After Compensation

Error Before Compensation
Error After Compensation
Error After Compensation

Error Before compensation
Error After Compensation
Error After Compensation

07

Speed Tracking Error due to TL [rad/s]
Speed Tracking Error due to TL [rad/s]
Speed Tracking Error due to TL[rad/s]

2 I S N S it i i 21

02 04 06 08 1 19 0 02 04 06 08 1 0 02 04 06 08 1 12
Time [s] Time [s] Time [s]
a) b) c)

Figure 4.21Steady State Error Improvement with Feed-Forwarch@ansation of
System Model with 2PI and State Observer of ordender Load Torque Disturbance;

a) case off = 0, b) case of > 0, c) case op <0
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4.5.5 Results Interpretation and Discussion

The above simulation results show cleatat the use of feed-forward
technique has allowed improvement in accuracy pewdoce and order of astatism of
all simulated models by full compensation of steadgte error due to set point
changes. This is not, however, similarly achievadtlie case of suppressing the effect
of load torque disturbance, where, the results imenthat the application of this
technique for load torque disturbance compensdtamallowed the reduction to zero
of steady state error for the two models with statserver of order two and only
reduced the steady state error to a value smalkkr that before compensation for the

other two ones without any increase in order cdtestn for all models.

4.6 Conclusion

In this chapter, a theoretical analysisl assessment of the drive accuracy
performance under the effect of input set pointngeais first given, where the
correlation existing between the accuracy perfogranf the system and its order of
astatism is mentioned. In order to verify this bywdation, we have used the standard
signals (step, ramp, parabolic) to simulate the etwa@t hand for set point profile
tracking capability, where for the models which atgaracterized by an inherent
higher order of astatism; case of double Pl spemdraller based models, it was
necessary to use higher order polynomials tharmpérabolic signal to stimulate the
model for accuracy performance evaluation and ass&st.

The simulation results have shown différerder of astatism and accuracy
levels of these models, where the use of feed-ftwiachnique has allowed full
compensation by eliminating the finite value ofashg state error due to input
reference signal change and hence, increasing rmodied of astatism by one. It is also
concluded, based on the obtained results, thatigieeof such technique did not, in
general, satisfactorily neither compensate fordstesiate error nor improve the order
of astatism due load torque disturbance for thdistumodels although a bit reduction
of the finite value of steady state error is acbtkevThis is understood because of the
fact that this mechanical parameter variation fenently accounted for by the use of

state observer in each model.
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Chapter 5

Study of Nonlinearity and Parameters

Variation Effects on System Performance

5.1 Introduction

The major problems in applying a convamai control algorithm in a speed
controller are the effects of nonlinearity in a Dtor. The nonlinear characteristics
of a DC motor such as saturation and friction codéjrade the performance of
conventional controller [123], [124]. There areeafative control approaches which
are proposed to overcome drawbacks of conventiéhatontroller and solving
nonlinear effects in electric drives, particulary,DC drives. The Fuzzy Logic (FL)
[7], [9], Neural Network (NN) [5], the hybrid FuzzMeural controller [11], Linear
Quadratic Regulator (LQR) [4], Sliding Mode Cont(&@MC) [125] and others, are
such methods. In this chapter, we will discuss étails this inherent phenomenon
highly pronounced when the PI controller is useddntrol the speed of the DC drive
system. Furthermore, the sensitivity of the achdexdynamic and steady state
performance of the system against parameters warias being investigated and
analyzed.

5.2 Drive Systems with Input Saturation Nonlinearities

Practically, all electric drives are quped with actuators, which are
manipulated by the controller output signal. Thastators, which have limitation
constraints to limit the drive speed and/or torqcerise a nonlinear effect in these
engineering systems and are often modeled witménsar element having saturation

characteristicsu,;,, Umax) at the input of the actuator as it is shown ig.Bil.
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Q
v

Figure 5.1 Typical Actuator Saturation Characteristic.

This saturation function is mathematically defiredfollows [126], [127]:

umax' if uC(t) > umax
Foru € R, sat(u) = u(t) =< u,, if Umar < U(t) < Upin (5.1)

Umin » if uc(t) < Umin

Therefore, if it happens that the controller outpiginal u.(t) exceeds the actuator
upper limitu,,,,, or when it falls below its lower limit,,;, of the linear operating
range (case for instance of input reference changérupt external disturbance [128],
[129]), the saturation state is attained and theroter output will not coincide with
the process input(t). As a result, the feedback loop is broken leadiregsystem to
run under an open loop condition for a given tineeduse the actuator will remain at
its maximum (or minimum) limit independently of theocess output value.

For control system where the controllerolves an integral term, such as PID
and Pl based controlled plants, in case of saturathe tracking control error takes a
time to attain again the normal operating stateabse it decreases more slowly as in
the ideal case (where there is no saturation [)midsiring this time, the integral part
output becomes large andainds up, hence the name of wind up phenomenon. Thus,
even when the value of the process variable atthiats of the reference signal, the
controller still saturates due to this phenomendrich causes a serious degradation of
system's response performance appearing mainarge lovershoot, long settling time
and even may lead to instability of the system [pP27], [130], [131].

5.3 Simulation Results of Actuator Saturation Effects

In this section we focus on studying éfffiect of actuator saturation limits on

response quality and drive operational performaricesrder to do this, the studied
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models are intentionally being excited using twghimde set point changes, which
are 8.2 V and 10 V respectively. The simulatiorultssare illustrated consecutively
for each model and according to the value of visdaation coefficient in the
following.

5.3.1 System Model with 1PI Speed Controller and State Cierver of Order 2

e Caseofg =0

Syst. model with 1Pl + S.Observer of order 2, Bta =0 Syst. model with 1Pl +S.0Observer of order 2, Bta=0
T T T T T T T T

Qutput Speed [rad/s]

Time [s] Time [s]

a) b)

Figure 5.2Speed Response of System Model with 1PI, Stater@drsef order 2 and
B = 0 in presence of Actuator Saturati@):using Speed Set Point Value: 8.2V and
b) using Speed Set Point Value: 10 V.

e Caseoff >0

Syst. model with 1Pl + S.0Observer of order 2, Bta> 0 Syst. model with 1Pl + S.Observer of order 2, Bta> 0

w
w

- ) ) w
I} =1 & =1 &
S S = =1 =

Output Speed [rad/s]
=

Qutput Speed [rad/s]

o
S

o

n
S

n

S

3
Time [s] Time [s]

a) b}

Figure 5.3Speed Response of System Model with 1PI, Stater@drsef order 2 and
B > 0 in presence of Actuator Saturati@):using Speed Set Point Value: 8.2V and
b) using Speed Set Point Value: 10 V.
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Case ofg < 0

Syst. model with 1P1 + $.0bserver of order 2, Bta< 0

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

------------------------------------------------------------

Syst. model with 1P1 + $.0bserver of order 2, Bta< 0

N

-----------------------------------------------------------

Output Speed [rad/s]
Output Speed [rad/s]

---------------------------------------------------------

...........................................................

...........................................................

Time [s] Time [s]

a) b)

Figure 5.4 Speed Response of System Model with 1PI, Stater@drsef order 2 and
B < 0 in presence of Actuator Saturati@):using Speed Set Point Value: 8.2V and
b) using Speed Set Point Value: 10 V.

5.3.2 System Model with 2P1 Speed Controller and State Cierver of Order 2

e Caseofg =0

Syst. model with 2P1 + §.0bserver of order 2, Bta=0 Syst. model with 2Pl + S.0bserver of order 2, Bta=10
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P
on
=

1500

ma
=
=

3 2 100
L 4
S 150} -
? )
&% =3
® 100 o
3 3
& g,
=] =]
o 5 o

-500

=

i i i | | 4000 | | i i i
0.5 1 15 2 25 3 0 05 1 15 2 25 3

i
=
=

Time [¢] Time [¢]
a) b)

Figure 5.5Speed Response of System Model with 2PI, Stater@drsef order 2 and
B = 0 in presence of Actuator Saturati@):using Speed Set Point Value: 8.2V and
b) using Speed Set Point Value: 10 V.

105



e Caseoff >0

Syst. model with 2P| + S.Observer of order 2, Bta > 0 Syst. model with 2P1 + S.0bserver of order 2, Bta > 0

Output Speed [radfs]
Output Speed [rad/s]

00 ; i ; i ; i i 200 i i i i i i i
0 0.5 1 15 2 25 3 35 4 0 0.5 1 15 2 25 3 35 4

Time [s] Time [s]
a) b)

Figure 5.6 Speed Response of System Model with 2PI, Stater@drsef order 2 and
B > 0 in presence of Actuator Saturati@):using Speed Set Point Value: 8.2V and
b) using Speed Set Point Value: 10 V.

e Caseoffg <0

Syst. model with 2PI + 5.0bserver of order 2, Bta< 0
300 . T T .

Syst. model with 2P1 + 5.0bserver of order 2, Bta < 0

QOutput Speed [radfs]
Output Speed [radfs]

05 1 15 2 25 0 0.5 1 15 2 25
Time [s] Time [s]

a) b)

Figure 5.7 Speed Response of System Model with 2PI, Stater@drsef order 2 and
B < 0 in presence of Actuator Saturati@):using Speed Set Point Value: 8.2V and
b) using Speed Set Point Value: 10 V.
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5.3.3 System Model with 1Pl Speed Controller and State Cderver of Order 5

« Caseofg =0

Syst. model with 1Pl + 5.0bserver of order 5, Bta=0 Syst. model with 1Pl + 5.0bserver of order 5, Bta=0

w
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=
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53]
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Output Speed [rad/s]
Output Speed [rad/s]

Time [s] Time [s]

3) b)

Figure 5.8 Speed Response of System Model with 1PI, Stater@drsef order 5 and
B = 0 in presence of Actuator Saturati@):using Speed Set Point Value: 8.2V and
b) using Speed Set Point Value: 10 V.

« Caseoff >0

Syst. model with 1Pl + S.Observer of order 5, Bta > 0 Syst. model with 1P| + S.Observer of order 5, Bta > 0
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Figure 5.9 Speed Response of System Model with 1PI, Stater@drsef order 5 and
B > 0 in presence of Actuator Saturati@):using Speed Set Point Value: 8.2V and
b) using Speed Set Point Value: 10 V.
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e Caseoffg <0

Syst. model with 1Pl + S.0bserver of order 5, Bta< 0 Syst. model with 1Pl + 5.0bserver of order §, Bta< 0
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Figure 5.10Speed Response of System Model with 1PI, Stater@drsef order 5 and
B < 0 in presence of Actuator Saturati@):using Speed Set Point Value: 8.2V and
b) using Speed Set Point Value: 10 V.

5.3.4 System Model with 2Pl Speed Controller and State Oderver of Order 6

e Caseoff=0

Syst. model with 2P1 + 5.0bserver of order 6, Bta=0 Syst. model with 2P| +5.0bserver of order 6, Bta=0
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Figure 5.11Speed Response of System Model with 2PI, Stater@drsef order 6 and
B = 0 in presence of Actuator Saturati@):using Speed Set Point Value: 8.2V and
b) using Speed Set Point Value: 10 V.
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e Caseoff >0

Syst. model with 2PI + 5.0bserver of order 6, Bta > 0 Syst. model with 2P1 +5.0bserver of order 6, Bta > 0
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Figure 5.12Speed Response of System Model with 2PI, Stater@drsef order 6 and
B > 0 in presence of Actuator Saturati@):using Speed Set Point Value: 8.2V and
b) using Speed Set Point Value: 10 V.
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Figure 5.13Speed Response of System Model with 2PI, Stater@drsef order 6 and
B < 0 in presence of Actuator Saturati@):using Speed Set Point Value: 8.2V and
b) using Speed Set Point Value: 10 V.
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5.3.5 Results Interpretation and Discussion

From the above simulation results, we the¢ the nonlinear dynamics of the
actuator is detrimental for the system performai@eviously, the system responds
badly to the amplitude set point changes in preseoic actuator saturation as
nonlinearity; where the shape of the response bdgite deformed for the first value
of set point amplitude and it becomes fully ostilig divergenfor 10 V of amplitude,

indicating the instability state of the system.

5.4 DC Drive Performance Improvement by Saturation Comggnsation

5.4.1 Saturation Compensation Techniques

In order to cope with the presence of Hwtuator saturation, two design
approaches can, in general, be followed. In ttet &ine, the nonlinearity is considered
explicitly from the beginning of the design phasel #he control law is derived in the
context of nonlinear control theory. Although thssa more rigorous approach, it
might be too complicated to be applied in practzades where the cost (and the fast
commissioning) of the controller is of primary imsnce [132]. In other words, the

advantages provided by the use of a standard RiDaidaw are no more exploited.

In the second approach, on the other hahed control law is designed
disregarding the actuator nonlinearity, so thatla €ntroller can be adopted. Then,
the detrimental effects due to the integrator wmdve compensated by conveniently
adopting an additional functionality designed fbist purpose [133], [129]. This
approach is called in control literature as the aitd up compensation control, where
the idea is to mitigate the effects of the integratontinuing to integrate due to the
nonlinear saturation effect. The first approachagond the scope of this work, where
the second will be briefly discussed to explore difeerent anti wind up techniques
that have been used to compensate of actuatorasatueffects in Pl based control
systems. Broadly speaking, these are classifiedeseptatively into the following

categories.
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5.4.1.1 Limiting Integrator Anti-Windup Techniques [134], [135]

This is a very simple approach to redtloe effects of integral windup. A
feedback signal is created from the integrator wiulyy feeding the integrator output
through a dead zone with a high gain in order wuce the integrator input and
guarantee an operation in the linear range. Thetifam is depicted by the block
diagram of Fig.5.14.

e(t) | Ue(t) u(®)

o r| Kp :Q—» »O

prop. gain

Saturation

integ.gain Integrator

f(t)

Gain Dead Zone

Figure 5.14PI1 Controller with Dead Zone Limiting Integratoné&-Windup Scheme

Where the dead zone block is charactérizeits rangeR = [-R, +R], and
the gainb. To allow the full linear range of the actuator tthead zone range has to be
the same as the linear range of the actuator. Tdretevhen the integrator value is out
of the dead zone range, a feedback signal of matgit

f@®) =b(q(t) —R) (5.2)

is generated to reduce the integrator output byp@atpon the integrator input, where
the gainK is used for further adjustment. If the dead zoam g is sufficiently high
(b > 10) [136], the integrator output will effectively bienited to the rang®&.

The main drawback of this anti-windup estle may, possibly, appear due to
integrator’s limit, which works independently oktlsaturation element, so if the limit
value of the dead zone is not correctly adjusted,RIl could have problems, such as

large overshoot or undershoot as if the integrelywasn’t working.
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5.4.1.2 Tracking Back Calculation Ant-Windup Techniques
The principle of operation of this compator is illustrated by the block
diagram of Fig.5.15.

e(t) | uc(t) u(t)

o Vl Kp :/——\ O
Saturation
. 1
_ 5 Y
1 Integrator C)qi

| €sar(t)
Ka |=

Figure 5.15P1 Controller with Tracking Back Calculation An¥indup Scheme

The approach, which is firstly proposegdHertik and Ross [137], is based on
the calculation of the difference between the saéal and the unsaturated control
input signals, which is used to generate a feedlmghal e, (t) for properly
controlling the integral state in the saturationg@ This is performed according to the

expression:

u(t) = Kye(t) + K; [ e(t) if u.=u
(5.3)
u(t) = Kye(®) + [[Kie(t) = K,(uc () —u(®)]  if u.#u

Obviously, the extra feedback signal usedontrol the value of the integral
term is zero when there is no saturation and is ¢hse it will not have any effect on
the normal operation. However, when the actuatdurates, this signal will be
different from zero and is fed back to the integrahrough the gaik,, which should
be properly chosen in such a way to reduce thetitgthe integrator unti,,; is
zero. This reduces the controller output so it éxgttee saturation limit and stops the

wind up.
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The main drawback of this anti wind upnp@nsator scheme consists in the fact

that, in case of saturation, the reset of the nateg cannot be happened

instantaneously but dynamically with a time constdn= Ki which is known as

tracking time constant [22], [127], [138]-[141]. @lvalue of this parameter determines
how quickly the integral term is reset and, obvigu#s selection has a visible and
considerable effect on the plant performance, ichsa way that the transient
performance properties, particularly: the overshaad settling time depend heavily
upon the feedback gain of the control differendbeathan the PI gains [142]. For PI
controller, the rule of thumb is to choose thetstgrvalue of this parameter equal to

the integral time constari} and then it may be increased or decreased manmnally
order to achieve a fine tuning.

Another way in setting the paramefers that it can be searched by running a
global search algorithm through a properly chosest function

[143]. In general, this method can, conveniently,dpplied for processes where the
instantaneous reset of the integral term is natiatu

5.4.1.3 Conditional Integration Anti-Windup Compensation Techniques

This anti wind up compensator is représgrfor Pl controller by the block
diagram of Fig.5.16.

u
€ I\ i I/_ -
: T T
prop. gain Saturation
q

_.{q :>_|. 1
_'o 5

Switch integ.gain Integrator

A 4

vyV¥

€sat

Figure 5.16P1 Controller with Conditional Integration Anti-Wilup Scheme

113



This technique is based on the principl the integral action is suspended
when the control input is saturated and the P obotrly is activated, therefore the PI
control is only effective when the control inpugdiwithin the saturation limit [141],
[144], [145]. In other words, the integral acti@nswitched on or off depending on the

linear range or the saturation range accordingéalescription below [127], [147]

e Iif u.=u

g = (5.4)
0 if u#u

with g is the integral term output, defined as:
q = [ Kie(t)dt (5.5)

The switching action of the integral term will betigated only when certain
conditions are fulfilled, such as when the conewbr is large or during saturation of
the controller; otherwise, it is kept constant

This method is criticized of having ttheadvantage that the controller may get
stuck at a non-zero control error if the integeaitt has a large value at the time of
switch off [22], [148]. However, for some applicais with large change of set point

or in case of start up, speed up, speed downpteikod may be appropriate.

These are, in general, the most classes and ap@®aof ant-windup
compensation. Under each class, several schemssand have been proposed to
overcome the drawbacks and compensate effectioelthé actuator saturation effects
that characterize, in particular, the Pl based robrgystem. Other methods are also
proposed, but we cannot go through all of them. fRore reading in the topic, we
refer to [149], [150].

5.4.2 Novel Conditional Integration Anti-Windup Compensator

In our work, we have proposed a noveldittomal integration for compensating
the actuator saturation effects in the Pl speedralbed DC drive system. When it is

used with a single Pl speed controller based dsygtem, this technique is illustrated
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by the block diagram of Fig.5.17. Whereas the bldicgram illustrating its use with
the double PI speed controller based system isiamadt in Fig.5.18.

e
<L '
In 4B
> 1 1
Switch 2 : Int.Gain 2  Integrator 2 : Saturation
I | I
| ’W |
. Prop.Gain 2 : yy
e e e e e e e e - -
0 Speed controller
Constant 2 €sat
NOT [« Jul <—<|<7

Logical Abs Gain
Operator

Figure 5.17Block Diagram of Single Pl Speed Controller incanading the proposed

Conditional Integration Anti-Windup Compensator.

uC
e
(Db r | r [ u
| e -L.Ib—p 1 > I I
g 1 » i )
Switch 1 | Int.Gain 1 Integrator 1 | — | e | Out
I I Switch 2 I Int.Gain 2 Integrator 2 I Saturation
IR 0 | BT |
Y | | 7 I
1 Prop.Gain 1 | I Prop.Gain 2 I 4 .’
_________________ -
m speed controllerl E,L speed controller2
Constant 1 Constant 2 €sc
NOT [ Jul <—<I17
Logical Abs Gain
Operator

Figure 5.18Block Diagram of Double Pl Speed Controller inamgting the proposed

Conditional Integration Anti-Windup Compensator.
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The compensator belongs to the conditiomaegration techniques for
overcoming the effects of saturation occurrencecdnsists of switching off the
integration process of Pl speed controller (s) velwven the control signal has been
saturated. As it can be seen from Fig.5.17 ancbRi§, the new controller structure
that incorporates this techniqgue has an extra feddlpath that is generated by
measuring the actual actuator output and formingeaor signaleg,; (t) as the
difference between the controller outpy(t) and the actuator outpu(t). This error
signal e, (t) is multiplied by the design gain constdntand the resultant absolute
value is fed to the logic function block “NOT”. Tloaitput is then used to control the
operation of the switch or the two switches “swifichand “switch 2” through which
the integral term (s) of the speed controller(sjaie) disabled in case of saturation
occurrence. Therefore, this supplementary feedipathk becomes only active during
saturation and stabilizes the control system wimenmbain feedback loop is opened
due to saturation.

Particularly, in this method, the insentilogic function allows the integration
process to be stopped immediately when saturatoare. This matches with the real
case requirements of the rolling mill Pl based aded DC drive control system,
where, in case of control signal saturation, thtegration process is switched off. If
we do not intervene, the system dynamic will behlaadly under the influence of its
inertia and could provoke, in addition to worsenitg product quality, a serious

personal injuries and disaster material damage.

5.4.3 Simulation Results of Compensated Actuator Saturatin

In an attempt of improving DC drive operaal performances in presence
actuator saturation nonlinearity, we will apply sshcompensator according to the
schemes mentioned in Fig.5.17 and Fig.5.18 on tfiereht models that we have
covered in this study. The obtained simulation Itesare given consecutively for each

model and according to the value of viscous fricooefficient in the following.
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5.4.3.1 System Model with 1Pl Speed Controller and State Oderver of Order 2

Caseofg =0

Syst. model with 1Pl + S.Observer of order 2, Bta=10 Syst. model with 1PI +S.0bserver of order 2, Bta=10
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Figure 5.19Speed Response of System Model with 1PI, Stater@drsef order 2 and
B = 0 incorporating the Novel Conditional IntegrationtAWindup Compensatos)
using Speed Set Point Value: 8.2V dndising Speed Set Point Value: 10 V.
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Syst. model with 1Pl + $.0bserver of order 2, Bta > 0 Syst. model with 1Pl + S.0Observer of order 2, Bta > 0
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Figure 5.20Speed Response of System Model with 1PI, Stater@drsef order 2 and
B > 0 incorporating the Novel Conditional IntegrationtAWindup Compensatos)

using Speed Set Point Value: 8.2V dndising Speed Set Point Value: 10 V.
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e Caseoffg <0

Syst. model with 1Pl + S.0bserver of order 2, Bta< 0 Syst. model with 1Pl + S.0Observer of order 2, Bta< 0
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Figure 5.21Speed Response of System Model with 1PI, Stater@drsef order 2 and
B < 0 incorporating the Novel Conditional IntegrationtAWindup Compensatos)
using Speed Set Point Value: 8.2V dndising Speed Set Point Value: 10 V.

5.4.3.2 System Model with 2P| Speed Controller and State Oderver of Order 2

e Caseofg =0

Syst. model with 2P| + S.0Observer of order 2, Bta=0 Syst. model with 2P| + S.0bserver of order 2, Bta=0
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Figure 5.22Speed Response of System Model with 2PI, Stater@drsef order 2 and
B = 0 incorporating the Novel Conditional IntegrationtAWindup Compensatos)
using Speed Set Point Value: 8.2V dndising Speed Set Point Value: 10 V.
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e Caseoff >0

Syst. model with 2P1 + S.Observer of order 2, Bta> 0 Syst. model with 2P| + S.0Observer of order 2, Bta > 0
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Figure 5.23Speed Response of System Model with 2PI, Stater@drsef order 2 and
B > 0 incorporating the Novel Conditional IntegrationtAWindup Compensatos)

using Speed Set Point Value: 8.2V dndising Speed Set Point Value: 10 V.
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Figure 5.24Speed Response of System Model with 2PI, Stater@drsef order 2 and
B < 0 incorporating the Novel Conditional IntegrationtAWindup Compensatos)

using Speed Set Point Value: 8.2V dndising Speed Set Point Value: 10 V.
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5.4.3.3 System Model with 1Pl Speed Controller and State Oderver of Order 5

« Caseoff =0

Syst. model with 1P| + S.Observer of order 5, Bta=0 Syst. model with 1Pl + $.0bserver of order 5, Bta=10
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a) b)
Figure 5.25Speed Response of System Model with 1PI, Stater@drsef order 5 and
B = 0 incorporating the Novel Conditional IntegrationtAWindup Compensatos)
using Speed Set Point Value: 8.2V dndising Speed Set Point Value: 10 V.
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Figure 5.26Speed Response of System Model with 1PI, Stater@drsef order 5 and
B > 0 incorporating the Novel Conditional IntegrationtAWindup Compensatos)
using Speed Set Point Value: 8.2V dndising Speed Set Point Value: 10 V.
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e Caseoffg <0

Syst. model with 1Pl + S.0Observer of order §, Bta < 0 Syst. model with 1P + S.0bserver of order 5, Bta < 0
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Figure 5.27Speed Response of System Model with 1PI, Stater@drsef order 5 and
f < 0 incorporating the Novel Conditional IntegrationtAWindup Compensatos)
using Speed Set Point Value: 8.2V dndising Speed Set Point Value: 10 V.

5.4.3.4 System Model with 2P1 Speed Controller and State Oderver of Order 6
e Caseofg =0
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Figure 5.28Speed Response of System Model with 2PI, Stater@drsef order 6 and
B = 0 incorporating the Novel Conditional IntegrationtAWindup Compensatos)
using Speed Set Point Value: 8.2V dndising Speed Set Point Value: 10 V.
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e Caseoff >0

Syst. model with 2P| + S.0bserver of order 6, Bta > 0 Syst. model with 2P| +5.0bserver of order 6, Bta > 0
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Figure 5.29Speed Response of System Model with 2PI, Stater@drsef order 6 and
B > 0 incorporating the Novel Conditional IntegrationtAWindup Compensatos)

using Speed Set Point Value: 8.2V dndising Speed Set Point Value: 10 V.
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Figure 5.30Speed Response of System Model with 2PI, Stater@drsef order 6 and
B < 0 incorporating the Novel Conditional IntegrationtAWindup Compensatos)

using Speed Set Point Value: 8.2V dndising Speed Set Point Value: 10 V.
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5.4.4 Results Interpretation and Discussion

These results show, for all the systendeis) that the response is significantly
improved than when the conditional integration cengator is not used. Also, we
have a response with highly improved overshoot amcch faster settling time,
irrespective of the value of viscous friction coafnt. These results are equivalent to
a significant improvement in system’s dynamic atedhdy-state performance.

5.5 Study of Drive Performance Sensitivity to Parametes Variation

In this section, we want to consider théent to which changes in system
parameters affect the behavior of a system thromghspeed response. Ideally,
parameter changes due to heat or other causesishmtuhppreciably affect a system's
performance. In system engineering and design,itBatysis the term given to the
degree to which changes in system parameters afystém performance. Therefore,
an ideal system has zero sensitivity where thernateparameters variation has no
effect on its performance.

In order to quantify the system’s semgiti we first formalize it as being the
ratio of the fractional change in the function es@Enting the system performance to
the fractional change in the parameter as the ibraait change of the parameter
approaches zero [41], [151]. That is:

Fractional change in the function, F

Sg.p = lim
F:p AP-0 Fractional change in the parameter, P

>

F
P AF

Sp.p = limpp_o % = limypo FAP (5.6)
P
This reduces to:
P 6F
SF:P — m (57)

With Sg.p is the concerned sensitivity function due to pamnvariation.
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5.5.1 Simulation Results

To demonstrate the parameters variatoiustness of the system performance
improvement, which has been achieved and mentipredously, we assume that the
parameters of armature resistaRgeand load inertig have been perturbed from their
nominal values by, respectively, 20 % and 10%. Sineulation results showing the
effect of this variation are given subsequently éach model and according to the

value of viscous friction coefficient in the follawg plots.

5.5.1.1 System Model with 1PI Speed Controller and State Oderver of order 2

model: 1P1+5.0bsrver 2, Bta=0 model: 1P1+5.0bsrver 2, Bta = 0 model; 1P1+5.0bsrver 2, Bta < 0
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Figure 5.31Effect of Drive Parameters Variation on the OptiedZerformance of
System Model with 1P1 Speed Controller and Stateedler of order 2a), ¢) ande)

are Speed Responses under Mini-Max Optimizabdd) andf) are Responses under

Mini-Max Optimization and Saturation Account.
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5.5.1.2 System Model with 2P1 Speed Controller and State Oderver of order 2

model: 2P1+5.0Obsrver 2, Bta=0

model: 2P1+S5.Obsrver 2, Bta = 0
300 300
2560

200|----
150 | ---f-
100

model: 2P1+5.Obsrver 2, Bta < 0

200 --f---Rg---doeooo i

100

speed [radfs]
speed [rad/s)
speed [rad/s]

i - : -100
0 0.05 01 015 0.2 0 0.05 0.1 015 02 0

speed [radfs]

speed [rad/s]

r P saturation; compensated response
-50 -50 -50
01 oz 0.3 04 0.5 o 0.2 0.4 0.6 08 1 1]
time [s] time [s]

b) d)

0.1 0.2 0.
time [s]

f

Figure 5.32Effect of Drive Parameters Variation on the OptiedZerformance of
System Model with 2P1 Speed Controller and Stateedler of order 2a), ¢) ande)
are Speed Responses under Mini-Max Optimizabdnd) andf) are Responses under

Mini-Max Optimization and Saturation Account.

5.5.1.3 System Model with 1PI1 Speed Controller and State Oderver of order 5
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Figure 5.33Effect of Drive Parameters Variation on the OptiedZerformance of
System Model with 1P1 Speed Controller and Stateedler of order &), ¢) ande)
are Speed Responses under Mini-Max Optimizabdd) andf) are Responses under

Mini-Max Optimization and Saturation Account.

125



5.5.1.4 System Model with 2P1 Speed Controller and State Oderver of order 6
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Figure 5.34Effect of Drive Parameters Variation on the OptiedZerformance of
System Model with 2P1 Speed Controller and StateeDler of order 6a), c) ande)
are Speed Responses under Mini-Max Optimizabdd) andf) are Responses under

Mini-Max Optimization and Saturation Account.

5.5.2 Results Interpretation and Discussion

The plots clearly emphasize the effecvalfying the armature resistance and
moment of inertia on the dynamical behavior of eattidied system model. To be
consistent, the performances of the output spesgorse for each model and
depending on the value of viscous friction coeffitiare mentioned.

Obviously, the simulation results shiwattthe response performance optimized
using Mini-Max approach or optimized and compergdta saturation nonlinearity
exhibits a negligible difference with and withowrameters variation. This indicates
the robustness of the achieved performances tovénation of these two most

important parameters.
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5.6 Conclusion

In this chapter the response of differantlels in presence of actuator saturation
Is investigated. It has been found that the actusdturation limits lead to integrator
windup phenomenon and affect seriously the drivdopmance by degrading the
response quality, mainly appearing in large ovesshlarge settling time and limit
cycles that may provoke instability of the system.

In order to solve this problem, we havepoesed a novel scheme of conditional
integration anti-windup technique to compensate tf@ controller saturation and
improve system’s performance. The simulation resudtve shown the effectiveness of
the used technique in enhancing the response yjaad improving performance for
all the studied models, where the response is faignily better than when the
Conditional Integration compensator is not usedviQisly, we have had a response
with highly improved overshoot and a much fastétliag time, which is equivalent to
a significant improvement in system’s dynamic ategy state performance.

On the other hand, the sensitivity of gystem performance to parameters
variation is also studied, where 20 % of armatesstance and 10 % of moment of
inertia variations are applied to verify its romess property. Based on the obtained
simulation results, the response performance opéidhusing Mini-Max approach or
optimized and compensated for saturation nonlibgarhibits a negligible difference
with and without parameters variation. This proves robustness of the achieved
performances to the variation of these two mosbirtgmt parameters.

Throughout this study and according t® dbtained simulation results, we can
say that the viscous friction coefficient has ngnf#ficant effect on the system’s

operational performance for all models.
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General Conclusions and Perspectives

In light of the objectives stated at theginning, we worked, throughout the
realization of this thesis, to propose an optimaratapproach and compensation
techniques in order to enhance, improve and panfethe operational performance of
the Pl speed controlled and separately excited Difombased drive system. The
intention is to exploit rationally the material oesces of the paper and steel rolling
mill industries, where this drive finds its widespd employment.

First, a chosen system models, which @esented as candidates for best
implementing the DC drive and responding the ddsperformance requirements,
have been defined and explored.

The dynamic performance of these modeltherefore, assessed and evaluated
in terms of the indices of rise time, settling tigwed percent overshoot. In this vein,
the Mini-Max optimization approach is first applied achieve improvement in
dynamic and steady state performances by optinsalgcting the parameters of PI
speed controller or the first Pl speed controlterthose models where this controller
is doubled. The simulation results have shown #ratimprovement in transient
response characteristics (e.g., rise time, settlimgg and % overshoot), but with
significant improvement is that obtained in percenershoot. These results are
compared to those obtained with I1AE, ISE and ITAEegral-based minimization
methods. This comparison has shown the superiofithe Mini-Max approach over
the other methods in giving an important ameliomatin system stability margin
without losing the speed and accuracy performaricée control system’s steady-

State response.
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In steel and paper rolling mill induss;ighe operation of DC drive is usually
subjected to set point changes and load torquerrdesices. In order to study its
performance under these operational conditions, rtteelels at hand have been
stimulated using step, ramp, parabolic and highéeropolynomial set point changes
and load torque disturbance for accuracy assessandrgvaluation. It is mentioned by
simulation that, regardless of the viscous frictimefficient value, the employment of
feed-forward technique enables, from one hand |llacfumpensation as it eliminates
the finite value of steady state error produced ttuset point changes and hence,
increases model order of astatism by one. On ther dtand, it is concluded, based on
the obtained results, that the use of such teckntid not, in general, satisfactorily
neither compensate for steady state error nor imgptbe order of astatism due load
torque disturbance for the studied models althaught reduction of the finite value of
steady state error of these models is achieved iShinderstood because of the fact
that this mechanical parameter variation is inhigyeaccounted for by the use of state
observer in each model.

These drives are also equipped with atrteniter to protect against any
damage of the drive components when abrupt sett ptiange or load torque
disturbance occur. Unfortunately, the presencéde$e devices may lead, under those
conditions, to saturation of Pl speed controlletpatt and consequent serious
degradation in system performance is evident. Toere the effect of inherent
actuator saturation (non-linearity) on degrading tinive’s transient and steady-state
performances is also studied in this work. It isrfd that, with saturation account, the
performance properties of the drive system resp@rsedramatically deteriorated
although the Pl speed controller optimal parametdready obtained with Mini-Max
approach, are used. This can be appeared in lagysimot, large settling time and
limit cycles indicating instability of the systerihe simulation results have shown
these facts with all studied models, where theeturfimit device is modeled by a
saturation block added at the output of speed obatr Accordingly, the proposed
novel conditional integration anti-windup compeimmattechnique has shown its
efficiency and effectiveness in overcoming theselasired effects and ensuring

absolute stability of the system’s response.
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Finally, the robustness of the system ei®digainst parameters variation is
studied. The sensitivity of system performancesclilare achieved using Mini-Max
optimization approach and those by compensatiohnigunes are tested by taking,
respectively, 20 % and 10 % variation of armat@sistance and moment of inertia.
The results were excellent in such a way that riecefcan be stated regarding the
armature resistance parameter variation and mirfterehces are illustrated due to
moment of inertia variation, which seems to bdtkelbit exaggerated.

Finally, it is noticeable, according teetresults of this whole study, that the
viscous friction coefficient has had a small effemh the achieved dynamic
performance optimization for all the studied systemdels. This is particularly
apparent in the small difference of peak overshitbat has been characterized the
obtained speed response as it is optimized using-Max approach, this effect is,
however, not significant. But this is not the casmcerning the performances of
accuracy, order of astatism, saturation nonlingasdmpensation and sensitivity to
parameters variation, where this coefficient hasflaence.

Overall, regardless the value of viscoution coefficient, the dynamic and
steady-state performance as well as the order @itigm of the studied models
representing the DC drive control system have legmoved with better. In contrast
to the other models, the DC drive system model @R speed controller and state
observer of order 2 has, however, exhibited bett@roved performances, which we

elect it to be implemented.
Perspectives:

These promising results have led us ¢omanend incorporating the conditional
integration anti-wind-up technique as well as tkedFHorward compensation when
implementing the Pl speed controller and state wksdased electromechanical DC
drive system and using the Mini-Max approach asnaple, practical and model
identification free optimization method for speeaxhtroller parameters tuning.

We consider, also, that extending theliegioon of the proposed Mini-Max
approach as well as the compensating techniquésCtalrive systems represents a

good idea if a future work is going to be donehis subject.
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Appendices

A. Types of DC Motors

The different types of brushed DC motors are digtished by the construction of the
stator or the way the electromagnetic windings @enected to the power source.
Regarding the stator construction, hence the way stationary magnetic field is
produced in the stator, we distinguish the permanggnet and electromagnet DC

motors as two types of brushed DC motors.
A.1 Permanent Magnet DC Motor

This type of DC motors is the most common brush€d otors. It uses permanent
magnets to produce the stationary stator magnielid. PMDC motors are generally
used in applications involving fractional horsepower their cost effectiveness
utilization in these applications with the followiproperties:

- Linearity of voltage vs. speed performance curve,

- Linear variation of the drawn current with the deyped torque, and

- Quick response to input voltage changes due tedhstancy of the produced

stator magnetic field.

However, PMDC motor has the drawback of losing megnetic properties of the

permanent magnets over time.
A.2 Electromagnet DC Motor

In medium and high power applications, the motomufacturer has enhanced the
permanent magnet brushed DC motor by replacingrtagnets with electromagnets
formed from copper windings wound around a statmes. With this conceptual

enhancement, the previous drawback of PMDC motowéscome and it is benefitted

at the same time with the advantageous propertigs control. Depending on the way
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the stator (field) windings and armature windings eonnected to each other and to
the source, we distinguish the following types.

A.1.1 Separately Excited DC Motor

This is the case of DC motor for which the armatmd field windings are electrically
separated from each other and the field windirex@ted by a separate DC source of
that of armature sourc&he schematic circuit diagram of separately exdd@€motor
is illustrated in Fig.A.1.

Ra La
Iy ALk

Io

Va E b

Figure A.1 Separately Excited DC Motor Equivalent Circuit.

A.1.2 Series DC motor

Series-wound Brushed DC (SWDC) motors have thel fail in series with the
armature as it is depicted in Fig.A.2.

Series Flald Armature

.
3t S2 Af C Ar

Figure A.2 Series DC Motor Schematic Representation

These motors are ideally suited for high-torqueliagpons because the current in

both the stator and armature increases under foddhwback to SWDC motors is that
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they do not have precise speed control like PMDE& sirunt wound (SHWDC) motors
have.

A.1.3 Shunt DC Motor

Shunt-wound Brushed DC (SHWDC) motors have thed f@il in parallel (shunt)

with the armature as it is shown in Fig.A.3.

Shuat Field

Armatuyre

Fy Ag g Ay’ Fa

Figure A.3 Shunt DC motor.

The current in the field coil and the armature mr@gependent. As a result, these
motors have excellent speed control and are tylgicaked in applications that require

five or more horsepower.
A.1.4 Compound DC Motor

Compound Wound (CWDC) motors are combination ofnstwound and series-

wound motors as shown in Fig.A.4.

Shunt Field

Serlas Feld Armature

Fy Sy 82 A Az F2

Figure A.4 Compound DC Motor

Consequently, this type of DC motor employs botheseand a shunt fields. The

performance of a CWDC motor is a combination of S®V&nhd SHWDC motors, they
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have higher torque than a SHWDC motor while offgrivetter speed control than
SWDC motor.

B. Sate Observer Gain Matrix Parameters

The state observer is characterized by its gainrixndt, which is determined
depending on the order of that observer. In thdofohg table, we give these
parameters corresponding to zero viscous frictmeffecient for each state observer of

the studied models.

Table B.1Parameters of State Observers Gain Matrix Comgsnen

Gain Matrix State Observer | State Observer | State Observer
Component of order 2 of order 5 of order 6
L, 12371.4 2584.4 103364
L, 13846.8 -213798.0 1.7836*10"7
Ls - 1511.42 8341377
L, - 47137.1 2930
Lg - 27146.8 71427
Lg - - 33346.8
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