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Abstract
Detecting outlier documents is a critical task in various domains, including fraud
detection, information retrieval, and anomaly detection. This project leverages
Word2Vec Framework and the Word Mover’s Distance (WMD) to identify outlier
documents in a corpus. Word2Vec is utilized to generate dense vector representa-
tions of words, capturing semantic similarities and contextual relationships. The
WMD, which measures the dissimilarity between two text documents by computing
the minimal cost to transform one document into another, is applied to these vec-
tor representations to assess document similarity. By analyzing the distribution of
WMD scores across the document corpus, we can identify documents that deviate
significantly from the norm, thus classifying them as outliers. This approach is ad-
vantageous due to its ability to handle the semantic richness of text and provide a
nuanced measure of document similarity. The effectiveness of the proposed method
is validated through experiments on benchmark datasets, demonstrating its poten-
tial in accurately identifying outlier documents.

Keywords: Outlier Detection, Word2Vec, Word Mover’s Distance (WMD), Doc-
ument Similarity, Anomaly, Detection, Semantic Analysis, Text Mining, Vector Rep-
resentations, Information Retrieval, Natural Language Processing (NLP).
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Résumé
La détection de documents atypiques est une tâche critique dans divers domaines,
y compris la détection de fraude, la recherche d’information et la détection d’ano-
malies. Ce projet utilise le framework Word2Vec et Word Mover’s Distance (WMD)
pour identifier les documents aberrants dans un corpus. Word2Vec génère des repré-
sentations vectorielles denses des mots, capturant les similarités sémantiques et les
relations contextuelles. La WMD, qui mesure la dissimilarité entre deux documents
en calculant le coût minimal pour transformer un document en un autre, est appli-
quée à ces représentations vectorielles pour évaluer la similarité des documents. En
analysant la distribution des scores de la WMD à travers le corpus, nous pouvons
identifier les documents qui s’écartent significativement de la norme et les classer
ainsi comme atypiques. Cette approche est avantageuse en raison de sa capacité à gé-
rer la richesse sémantique des textes et à fournir une mesure nuancée de la similarité
des documents. L’efficacité de la méthode proposée est validée par des expériences
sur des ensembles de données de référence, démontrant son potentiel à identifier
avec précision les documents hors norme.

Mots-clés : Détection d’anomalies, Word2Vec, Word Mover’s Distance (WMD),
Similarité des documents, Analyse sémantique, Exploration de texte, Représentations
vectorielles, Recherche d’information, Traitement automatique du langage naturel
(TALN).



v

Contents

Acknowledgements i

Dedication ii

Abstract iii

Résumé iv

General Introduction 1

1 Outlier Detection 2
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2.1 Deviation from the Mean . . . . . . . . . . . . . . . . . . . . . . 2
1.2.2 Another definition . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.3 Understanding Outlier Detection . . . . . . . . . . . . . . . . . . 3

1.3 Types of Outliers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3.1 Point Anomalies . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3.2 Contextual Anomalies . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3.3 Collective Anomalies . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.4 Challenges in Outlier Detection . . . . . . . . . . . . . . . . . . . . . . . 4
1.5 Outlier Detection Techniques . . . . . . . . . . . . . . . . . . . . . . . . 5

1.5.1 Traditional Methods . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.5.1.1 Z-Score (Standard Score) . . . . . . . . . . . . . . . . . 5
1.5.1.2 Interquartile Range (IQR) . . . . . . . . . . . . . . . . . 6

1.5.2 Machine Learning-Based Approaches . . . . . . . . . . . . . . . 7
1.5.2.1 Isolation Forest . . . . . . . . . . . . . . . . . . . . . . . 7
1.5.2.2 Local Outlier Factor (LOF) . . . . . . . . . . . . . . . . 8
1.5.2.3 One-Class SVM (Support Vector Machine) . . . . . . . 9

1.6 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.6.1 Finance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.6.2 Cybersecurity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.6.3 Healthcare . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.7 Current Trends and Innovations . . . . . . . . . . . . . . . . . . . . . . . 12
1.7.1 Deep Neural Networks (DNNs) . . . . . . . . . . . . . . . . . . 12
1.7.2 Explainable Outlier Detection . . . . . . . . . . . . . . . . . . . . 13
1.7.3 Active Learning for Outlier Detection . . . . . . . . . . . . . . . 13
1.7.4 Context-aware Outlier Detection . . . . . . . . . . . . . . . . . . 14
1.7.5 Federated Learning for Outlier Detection . . . . . . . . . . . . . 15

1.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15



vi Contents

2 Word Embedding Techniques 16
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2 Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.2.1 Definition 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.2 Definition 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.3 Traditional Methods vs. Word Embedding . . . . . . . . . . . . . . . . 17
2.3.1 Word Embeddings . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3.2 TF-IDF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3.3 Bag-of-Words (BoW) . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.4 Key Concepts in Word Embedding . . . . . . . . . . . . . . . . . . . . . 18
2.4.1 Semantic Similarity . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.4.2 Word Vectors and Semantic Spaces . . . . . . . . . . . . . . . . . 19

2.5 Popular Word Embedding Models . . . . . . . . . . . . . . . . . . . . . 19
2.5.1 Word2Vec . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.5.2 GloVe (Global Vectors for Word Representation) . . . . . . . . . 21
2.5.3 FastText . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.5.4 BERT: Bidirectional Encoder Representations from Transformers 22

2.6 Training and Fine-Tuning Word Embedding . . . . . . . . . . . . . . . . 23
2.6.1 Training Word Embeddings . . . . . . . . . . . . . . . . . . . . . 23
2.6.2 Fine-Tuning Pre-trained Embeddings . . . . . . . . . . . . . . . 23

2.7 Applications of Word Embedding . . . . . . . . . . . . . . . . . . . . . . 25
2.7.1 Sentiment Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.7.2 Named Entity Recognition . . . . . . . . . . . . . . . . . . . . . 26
2.7.3 Machine Translation . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.8 Evaluation of Word Embeddings . . . . . . . . . . . . . . . . . . . . . . 27
2.8.1 Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.8.2 Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.9 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3 Conceptual Framework 30
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2 Theoretical Foundations . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.2.1 Impact of Outlier Detection on Decision-Making . . . . . . . . . 30
3.2.2 Overview of Relevant Literature . . . . . . . . . . . . . . . . . . 31

3.3 Methodological Approach . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.3.1 Contribution to Existing Work . . . . . . . . . . . . . . . . . . . 32
3.3.2 Word Mover’s Distance (WMD) . . . . . . . . . . . . . . . . . . 32
3.3.3 Why WMD is better than Cosine Similarity . . . . . . . . . . . . 34
3.3.4 Application of Word Embeddings with Word Mover’s Distance

(WMD) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.3.4.1 Layman’s Explanation of Word2Vec and Word Mover’s

Distance . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.3.4.2 Capturing Word Similarities and Relationships with

Word2Vec . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.3.5 Utilizing Transformer Models: The Case of FastText . . . . . . . 36

3.3.5.1 Pre-training . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.3.5.2 Post-training . . . . . . . . . . . . . . . . . . . . . . . . 36
3.3.5.3 Fine-tuning . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.4 Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.5 Case Studies and Examples . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.5.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38



Contents vii

3.5.1.1 Word2Vec: Distributed Representations of Words . . . 38
3.5.1.2 Word Mover’s Distance: Measuring Document Simi-

larity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.5.1.3 FastText: Efficient Text Classification with Subword

Information . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.6 Conceptual Workflow for Text Similarity Analysis . . . . . . . . . . . . 39

3.6.1 Data Loading and Preprocessing . . . . . . . . . . . . . . . . . . 39
3.6.2 Word2Vec and FastText Model Training . . . . . . . . . . . . . . 39
3.6.3 Word Mover’s Distance (WMD) Calculation . . . . . . . . . . . 41
3.6.4 Sentence Similarity Evaluation . . . . . . . . . . . . . . . . . . . 41
3.6.5 Performance Evaluation . . . . . . . . . . . . . . . . . . . . . . . 41
3.6.6 Finding Outlier Documents . . . . . . . . . . . . . . . . . . . . . 41

3.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4 Implementation 43
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.2 System Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.2.1 Development Environment . . . . . . . . . . . . . . . . . . . . . 43
4.2.1.1 Hardware Configuration . . . . . . . . . . . . . . . . . 43
4.2.1.2 Software Framework . . . . . . . . . . . . . . . . . . . 43
4.2.1.3 Integrated Development Environment (IDE) . . . . . . 44

4.2.2 System Workflow . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.2.3 Data Preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

4.2.3.1 Data sources and collection methods . . . . . . . . . . 45
4.2.3.2 Data preprocessing steps . . . . . . . . . . . . . . . . . 45

4.3 Implementation of Text Similarity Using Word2Vec . . . . . . . . . . . 47
4.3.1 Training the Word2Vec Model . . . . . . . . . . . . . . . . . . . . 47
4.3.2 Calculate Word Mover’s Distance . . . . . . . . . . . . . . . . . 48
4.3.3 Saving and Loading the Trained Model . . . . . . . . . . . . . . 48

4.4 Implementation of Text Similarity Using FastText . . . . . . . . . . . . 48
4.5 Outlier Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

4.5.1 Outlier Detection from Sentences . . . . . . . . . . . . . . . . . . 49
4.5.2 Refining Sentence Similarity Analysis for "Somewhat Similar"

Cases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.5.3 Identify Anomalies in Dataset . . . . . . . . . . . . . . . . . . . . 50

4.6 User Interface (UI) Development . . . . . . . . . . . . . . . . . . . . . . 51
4.6.1 Results Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

4.7 Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

General Conclusion 56

Bibliography 57



viii

List of Figures

1.1 Distribution of Z-Scores in a Standard Normal Distribution. . . . . . . 6
1.2 Anomaly Score Contour of iForest for a Gaussian Distribution of Sixty-

Four Points. Contour Lines for s = 0.5, 0.6, 0.7 are Illustrated. Potential
Anomalies Can Be Identified as Points Where s ≥ 0.6 [12]. . . . . . . . . 7

1.3 iForest Algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.4 Normal Distribution for One-Class SVM. . . . . . . . . . . . . . . . . . 10
1.5 XAI Concept [33]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.6 Active Outlier and Bagging for KDD99 and Mammography [36]. . . . 14

2.1 The resultant variable comprises unique words along with their cor-
responding TF-IDF values. . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.2 Example for Semantic Space Visualizations [45]. . . . . . . . . . . . . . 19
2.3 Example of how Word2Vec works [47]. . . . . . . . . . . . . . . . . . . . 20
2.4 Sentiment Analysis with Embedded Vectors [70]. . . . . . . . . . . . . . 26

3.1 The Effect of Word Embedding on Word Mover’s Distance [93]. . . . . 33
3.2 An illustration of the WMD measures the distance between two doc-

uments [113]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.3 A Visual Guide to FastText Word Embeddings [118]. . . . . . . . . . . . 37
3.4 Word2Vec/FastText Workflow using WMD to Detect Outliers. . . . . . 40

4.1 Essential Libraries. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.2 Data preprocessing steps. . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.3 Training the Word2Vec model. . . . . . . . . . . . . . . . . . . . . . . . . 47
4.4 Calculate Word Mover’s Distance. . . . . . . . . . . . . . . . . . . . . . 48
4.5 Saving Wor2Vec Model. . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.6 Loading word2vec. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.7 Processing Data and Training FastText Model. . . . . . . . . . . . . . . 49
4.8 Outlier Detection from Sentences. . . . . . . . . . . . . . . . . . . . . . . 49
4.9 Refind Similarity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.10 Find outlier from dataset. . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.11 Main User Interface of the Developed Application. . . . . . . . . . . . . 52
4.12 Detecting Outliers among Sentences. . . . . . . . . . . . . . . . . . . . . 53
4.13 Correcting the Classification of Documents with Somewhat Similarity. 53
4.14 Identifying Outliers in the Dataset. . . . . . . . . . . . . . . . . . . . . . 54
4.15 Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55



ix

List of Tables

2.1 Comparison of Word Embeddings, BoW, and TF-IDF [42]. . . . . . . . 18

3.1 Comparison between Word Mover’s Distance and Cosine Similarity. . 34



x

List of Abbreviations

AI Artificial Intelligence
CBOW Continuous Bag of Words
DNN Deep Neural Networks
FN False Negative
FP False Positive
IDE Integrated Development Environment
KDD Knowledge Discovery in Databases
NLP Natural Language Processing
nltk Natural Language Toolkit
TP True Positive
TN True Negative
VS Code Visual Studio Code
WMD Word Mover’s Distance
XAI Explainable Artificial Intelligence



1

General Introduction

In the current era of data-driven decision making, the importance of detecting
anomalies and outliers in datasets has become paramount across various domains.
From fraud detection in finance to identifying cybersecurity threats, the ability to
accurately pinpoint outliers can significantly enhance operational efficiency and se-
curity. This project explores advanced methodologies for outlier detection, lever-
aging state-of-the-art techniques such as Word2Vec and the Word Mover’s Distance
(WMD). These techniques are employed to generate dense vector representations of
words, which capture semantic similarities and contextual relationships, enabling a
nuanced assessment of document similarity. By analyzing the distribution of WMD
scores, this project aims to identify documents that deviate significantly from the
norm, classifying them as outliers. This approach not only handles the semantic
richness of text but also provides a robust measure of document similarity, demon-
strating its potential for effective anomaly detection.

This master thesis consists of: Abstract, General Introduction, General Conclu-
sion and Four Chapters:

— Chapter 1. Outlier Detection - We present the concept of outlier detection, its
significance, and various traditional and modern methods.

— Chapter 2. Word Embedding Techniques - Delves into word embedding tech-
niques, comparing traditional methods with advanced models like Word2Vec
and FastText.

— Chapter 3. Conceptual Framework - Presents the conceptual framework, in-
cluding theoretical foundations and the application of Word Mover’s Distance
(WMD) for text similarity.

— Chapter 4. Implementation - Details the implementation process, from devel-
opment environment setup to data preprocessing, model training, and evalu-
ation metrics.
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Chapter 1

Outlier Detection

1.1 Introduction

Anomalies within data are distinct patterns that deviate from the norm, often pro-
viding valuable insights by indicating hidden threats, unexpected opportunities, or
unique occurrences. Anomaly detection, the process of identifying these deviations,
is essential in various fields, including finance and healthcare.

This chapter introduces the concept of anomaly detection, discussing its sig-
nificance and the challenges associated with it. We will explore different types
of anomalies, ranging from isolated points to collective patterns, and address the
complexities of defining normalcy, adapting to adversarial conditions, and manag-
ing shifting baselines. Through this exploration, we will highlight the potential of
anomaly detection to reveal significant insights from data.

Additionally, this chapter will examine advanced techniques used in anomaly
detection and their applications across different domains. By understanding these
techniques and their implications, we gain a deeper appreciation of how anomaly
detection influences our understanding of data and its impact on various aspects of
life.

1.2 Definitions

Outliers, also known as anomalies, have been defined and conceptualized in
diverse ways across various domains and disciplines. A clear understanding of
these definitions is essential for the effective detection and management of outliers
in data analysis .

Below, we present some commonly encountered definitions from the literature,
along with examples:

1.2.1 Deviation from the Mean

Outliers are extreme data points that are beyond the expected norms for their
type. This can be a whole data set that is confounding, or extremities of a certain
data set. Imagining a standard bell curve, the outliers are the data on the far right
and left. These outliers can indicate fraud or some other anomaly you are trying to
detect, but they can also be measurement errors, experimental problems, or a novel,
one-off blip. Basically, it refers to a data point or set of data points that diverges
dramatically from expected samples and patterns.

There are two types of outliers, multivariate and univariate. Univariate out-
liers are a data point that is extreme for one variable. A multivariate outlier is a
combination of unusual data points, including at least two data points.
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a) Point outliers: These are single data points that are far removed from the rest of
the data points.

b) Contextual outliers: These are considered to be ‘noise’, such as punctuation sym-
bols and commas in text, or background noise when performing speech recognition.

b) Collective outliers: These are subsets of unexpected data that show a deviation
from conventional data, which may indicate a new phenomenon [1].

1.2.2 Another definition

An outlier may be defined as a piece of data or observation that deviates dras-
tically from the given norm or average of the data set. An outlier may be caused
simply by chance, but it may also indicate measurement error or that the given data
set has a heavy-tailed distribution [2].

1.2.3 Understanding Outlier Detection

Outlier detection, also known as anomaly detection, is a statistical technique
used to identify observations that deviate significantly from the majority of data.
An outlier is an observation that lies an abnormal distance from other values in a
random sample from a population. In a sense, outliers are data points that do not
adhere to the common statistical patterns and trends exhibited by the majority of
data points.

Outliers can arise due to various reasons, including measurement or input error,
data corruption, or they can be genuine observations that are simply rare or represent
a new trend. In any case, outlier detection is crucial because outliers can lead to
significant inaccuracies in data analysis and predictive modeling [3].

1.3 Types of Outliers

An important aspect of an anomaly detection technique is the nature of the
desired anomaly. Different techniques are better suited for identifying different
types of anomalies. Anomalies can be broadly classified into three main categories:

1.3.1 Point Anomalies

Point Anomalies: These are the most straightforward outliers, representing in-
dividual data points that deviate significantly from the rest of the data. Imagine
a scatterplot where most points cluster in the center, but a few outliers appear far
away. These isolated points could represent anything from a credit card transaction
far exceeding a user’s typical spending habits to a medical test result outside the
expected range. Identifying point anomalies is often the focus of many anomaly
detection algorithms [4].

1.3.2 Contextual Anomalies

If a data instance is anomalous in a specific context (but not otherwise), then it is
termed as a contextual anomaly (also referred to as conditional anomaly The notion
of a context is induced by the structure in the data set and has to be specified as a
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part of the problem formulation. Each data instance is defined using following two
sets of attributes:

a) Contextual attributes: The contextual attributes are used to determine the con-
text (or neighborhood) for that instance. For example, in spatial data sets, the
longitude and latitude of a location are the contextual attributes. In timeseries data,
time is a contextual attribute which determines the position of an instance on the
entire sequence.

b) Behavioral attributes: The behavioral attributes define the non-contextual char-
acteristics of an instance. For example, in a spatial data set describing the average
rainfall of the entire world, the amount of rainfall at any location is a behavioral
attribute [5].

1.3.3 Collective Anomalies

Anomalies can also occur in groups, forming a pattern known as a collective
anomaly In these cases, the individual data points within the group might appear
unremarkable on their own. However, their combined presence paints a suspicious
picture. Imagine a data set tracking credit card transactions (behavioral attribute). A
single purchase for a large amount might not necessarily be anomalous. However,
a surge in new accounts (contextual attribute) originating from the same region,
each making a similar, but not individually suspicious, purchase, could suggest
coordinated fraudulent activity This is a classic example of a collective anomaly.

Here’s another scenario: In a network intrusion detection system, individual
attempts to access a specific file might not raise any red flags on their own. How-
ever, a cluster of such attempts originating from different IP addresses (contextual
attribute) within a short time frame (contextual attribute) could indicate a coordi-
nated port scanning attack . Detecting collective anomalies requires algorithms that
can recognize patterns within a group of data points, even if the individual points
themselves don’t appear particularly unusual. These algorithms need to identify re-
lationships and interactions between data points to uncover the collective anomaly
[6].

1.4 Challenges in Outlier Detection

The pursuit of anomalies is not without its challenges. The nature of anoma-
lies, the vastness of data, and the ever-evolving landscape of threats pose unique
challenges that demand innovative solutions.

a) Data Volume and Complexity: The sheer volume and complexity of modern
data sets can overwhelm traditional outlier detection methods, making it difficult to
identify anomalies in a timely manner.

b) Evolving Anomalies: Anomalies can evolve over time, requiring detection meth-
ods to adapt and learn from new patterns This is particularly challenging in dynamic
data streams, where anomalies may emerge quickly and disappear just as rapidly.
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c) Context Awareness: Many anomalies are context-dependent, meaning they are
only anomalous within a specific context Traditional methods may struggle to capture
these contextual relationships, leading to false positives.

d) High-Dimensional Data: High-dimensional data, with numerous features, poses
challenges for outlier detection, as it can be difficult to identify meaningful patterns
and relationships [9].

1.5 Outlier Detection Techniques

The pursuit of anomalies, the unusual and unexpected patterns hidden within the
vast expanse of data, has given rise to a diverse array of detection methods. These
techniques, each tailored to specific types of anomalies and data characteristics,
empower us to uncover hidden threats, gain insights into complex systems, and
even make serendipitous discoveries. In this section, we’ll delve into the world
of outlier detection methods, exploring traditional approaches, modern machine
learning techniques, and the unique challenges they address [7].

The advent of machine learning has revolutionized outlier detection, introduc-
ing sophisticated algorithms that can adapt to complex data patterns and evolving
anomalies. These techniques excel in handling high-dimensional data, noisy envi-
ronments, and dynamic data streams.

1.5.1 Traditional Methods

Traditional methods in anomaly detection often rely on statistical and rule-based
approaches to identify data points that deviate significantly from the expected or
normal behavior. Here are some traditional methods commonly used in anomaly
detection [10]:

1.5.1.1 Z-Score (Standard Score)

A Z-score as illustrated by Figure 1.1, also known as a standard score, tells you
how many standard deviations a specific data point (raw score) is away from the
mean (average) of the data set. It essentially expresses how far a particular point
deviates from the "typical" value within the dataset. The formula to calculate a
Z-score is given by Equation 1.1.

Z = (X − µ)/σ (1.1)

where: X Tis the individual data point you’re interested in. µ is the average of
all the data points in the set. σ is a measure of how spread out the data is from the
mean.
Example: Imagine you have a dataset of student test scores with a mean of 70 and a
standard deviation of 10. A student who scored 80 would have a Z-score of: Z-score
= (80 - 70) / 10 = 1. This means the student’s score is one standard deviation above
the average.

In conclusion, Z-scores provide a standardized way to compare data points within
a dataset, regardless of the original units of measurement. They help us understand
how unusual or typical a particular value is compared to the rest of the data [11].
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Figure 1.1 – Distribution of Z-Scores in a Standard Normal Distribu-
tion.

1.5.1.2 Interquartile Range (IQR)

The interquartile range (IQR) is a robust measure of variability used to identify
outliers in a data set. It focuses on the middle half of the data, providing a less
extreme view of spread compared to the full range. Here’s a breakdown of IQR:

a) Quartiles These are partition values that divide the data set into four equal parts,
with each part containing roughly 25% of the data points. There are three quartiles
in total:

Q1 (Lower Quartile): Represents the value below which 25% of the data points lie.

Q2 (Median): The middle value of the data set, with 50% of the data points below
it and 50% above it. (In some cases, the median might be the average of two middle
values).

Q3 (Upper Quartile): Represents the value above which 75% of the data points lie.

Calculating IQR: The IQR is simply the difference between the upper and lower
quartiles as show in Equation 1.2.

IQR = Q3−Q1 (1.2)

A larger IQR indicates a greater spread of data within the middle half of the
distribution. This suggests there might be more outliers present in the tails of the
distribution (above Q3 or below Q1). Conversely, a smaller IQR signifies a tighter
clustering of data points around the middle, with fewer potential outliers.
Example:

Imagine a dataset of exam scores: {50, 65, 70, 70, 75, 80, 85, 90, 100}.

Q1 (Lower Quartile) = 65

Q3 (Upper Quartile) = 85
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Figure 1.2 – Anomaly Score Contour of iForest for a Gaussian Dis-
tribution of Sixty-Four Points. Contour Lines for s = 0.5, 0.6, 0.7 are
Illustrated. Potential Anomalies Can Be Identified as Points Where

s ≥ 0.6 [12].

IQR = Q3 - Q1 = 85 - 65 = 20

Here, the IQR is 20, indicating a moderate spread of data within the middle half
of the distribution. The presence of a score as high as 100 might suggest a potential
outlier in the upper tail of the data [4].

1.5.2 Machine Learning-Based Approaches

Traditional methods have laid a strong foundation for outlier detection, but mod-
ern machine learning techniques offer a powerful leap forward. These approaches
leverage algorithms that can learn complex patterns and structures within data, en-
abling them to identify anomalies with greater accuracy and adaptability. Here, we’ll
delve into three prominent machine learning-based outlier detection algorithms: Iso-
lation Forest, One-Class Support Vector Machines (OCSVM), and Local Outlier Factor
(LOF) [10].

1.5.2.1 Isolation Forest

Isolation Forest (iForest) is a machine learning algorithm for anomaly detection
that leverages the concept of isolation. It operates under the assumption that anoma-
lies are rare and stand out from the normal data points. By isolating them, the
algorithm can effectively identify outliers. Below is an illustrative figure:

Here’s a breakdown of the Isolation Forest process:

a) Training Stage: The algorithm randomly selects a subset of data points from the
training set with replacement (meaning a data point can be chosen multiple times).
It then selects a random feature from the data set and creates a split rule based on
that feature’s value. This split rule could be a simple threshold, such as splitting the
data points based on whether a specific feature value is greater than or less than a
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Figure 1.3 – iForest Algorithm.

certain value. The data points are divided according to the split rule, creating two
child nodes.

This process of randomly selecting features and creating split rules continues
recursively until a certain termination criterion is met, such as reaching a maximum
depth for the tree or isolating a single data point in a leaf node.

This random process of creating isolation trees is repeated multiple times, result-
ing in a collection of isolation trees forming the Isolation Forest.

b) Testing Stage: New data points (potential anomalies) are passed through each
tree in the Isolation Forest. At each split in the tree, the data point is directed to one
of the child nodes based on its feature value. The number of splits (or path length)
required to isolate the data point in a leaf node is recorded [13].

c) iForest Algorithm: The Isolation Forest (iForest) algorithm (Figure 1.3) is a ma-
chine learning technique used for anomaly detection. It operates under the assump-
tion that anomalies are rare and stand out from the typical data points. By isolating
these outliers, iForest effectively identifies them [13].

There are two input parameters to the iForest algorithm. They are the sub-
sampling size ψ and the number of trees t. We provide a guide below to select a
suitable value for each of the two parameters:

1. Sub-sampling size ψ: controls the training data size. We find that when
ψ increases to a desired value, iForest detects reliably and there is no need
to increase ψ further because it increases processing time and memory size
without any gain in detection performance.

2. Number of tree t: controls the ensemble size. We find that path lengths usually
converge well before t = 100. Unless otherwise specified, we shall use t = 100
as the default value in our experiment. At the end of the training process,
a collection of trees is returned and is ready for the evaluation stage. The
complexity of the training an iForest is O(tψ log ψ) [14].

1.5.2.2 Local Outlier Factor (LOF)

The Local Outlier Factor (LOF) is a technique used in anomaly detection to
identify data points that are isolated or significantly different from their local neigh-
borhoods.
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Here’s how it works:

1. Local Density Estimation: LOF calculates the local density of each data point by
assessing the distance between that point and its neighboring points. The density
is higher if a point has many neighbors close to it and lower if it has few neighbors
nearby. This step helps LOF to capture the density distribution of the data in the
vicinity of each point.

2. Comparison with Neighbors: Once the local density of each point is estimated,
LOF compares the density of each point with that of its neighbors. If a point has a
much lower density compared to its neighbors, it suggests that the point is isolated
or less densely surrounded, indicating a potential outlier.

3. LOF Calculation: The LOF score for each data point is calculated based on the
ratio of its local density to the average local density of its neighbors. A higher LOF
score indicates that the point is more likely to be an outlier.

4. Thresholding: Based on the LOF scores, a threshold is set to identify outliers.
Points with LOF scores exceeding this threshold are classified as outliers.

LOF is particularly useful in scenarios where the data is sparse or contains a
significant amount of noise. Traditional distance-based methods may struggle in
such cases because they rely solely on global characteristics of the data, whereas LOF
considers the local context of each data point. This makes LOF robust in identifying
outliers even in complex datasets where traditional methods may fail.

1.5.2.3 One-Class SVM (Support Vector Machine)

One-Class SVM (OC-SVM) is a machine learning technique used for anomaly
detection. Unlike traditional SVMs that require labeled data for classification (normal
vs. anomaly), OC-SVM is an unsupervised algorithm. It learns a decision function
based solely on the training data, allowing it to identify new data points that deviate
significantly from the normal patterns.
Advantages of OC-SVM:

— Effective for High-Dimensional Data: Can handle data sets with many features.

— Unsupervised Learning: Doesn’t require labeled data for training (normal vs.
anomaly).

— Flexible Boundary: Can learn complex boundaries around the normal data
distribution.

Limitations of OC-SVM:

— Tuning Parameters: Requires careful selection of hyperparameters to achieve
optimal performance.

— Novelty Detection: Primarily focused on identifying entirely new or unseen
types of anomalies [15].

Figure 1.4 illustrates the normal distribution for One-Class SVM.
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Figure 1.4 – Normal Distribution for One-Class SVM.

1.6 Applications

Anomaly detection has significant applications across various domains, and the
characteristics of each domain influence the choice of anomaly detection methods.
Here are examples of applications in different sectors:

1.6.1 Finance

Anomaly detection plays a pivotal role in the financial sector, especially in detect-
ing fraud, managing risks and ensuring the integrity of financial transactions. This
is a comprehensive overview of the main applications used in anomaly detection in
the financial domain.

— Fraud Detection: Detecting anomalous patterns in financial transactions to
identify potentially fraudulent activities.

— Credit Risk Management: Assessing the risk associated with credit applications
and identifying unusual borrowing patterns.

— Algorithmic Trading: Detecting anomalies in market data to optimize trading
algorithms and mitigate risks.

— Operational Risk Management: Identifying unusual patterns in operational
data to prevent and manage risks in financial operations [16].



1.6. Applications 11

1.6.2 Cybersecurity

Anomaly detection is a crucial tool for cybersecurity analysts, constantly moni-
toring vast amounts of network data for potential cyberattacks. However, traditional
anomaly detection systems often face limitations.

These systems flag unusual activity, but often lack context to explain why it’s
suspicious, leading to wasted effort. Additionally, they can generate false positives,
identifying normal activity as an attack. This can overwhelm security analysts with
irrelevant notifications, wasting valuable time and resources.[17]

Here’s a concrete example:
Scenario: A security alert is triggered because a particular computer transmits a

large amount of data in a short period. This could be a sign of a hacker exfiltrating
data, but it could also be a legitimate activity like a researcher downloading a large
dataset. Security analysts need more information to differentiate between these
scenarios. They might need to investigate factors like the destination of the data
transfer, the user’s typical activity patterns, or the type of data being transferred.

An employee working late downloads a large software update, triggering an
anomaly alert due to the unusual data transfer volume at that time. This over-
whelms security analysts with non-critical events, diverting their attention away
from potentially genuine threats [18].

1.6.3 Healthcare

Despite improvements in healthcare instruments, the presence of medical errors
remains a severe challenge. Applying machine learning (ML) and artificial intel-
ligence (AI) algorithms in the healthcare industry helps improve patients’ health
more efficiently. According to, around 86% of healthcare companies use machine
learning and artificial intelligence algorithms. These algorithms help in many ways,
such as medical image diagnosis , disease detection/classification medical data anal-
ysis [, medical data classification, drug discovery, robot surgery, anomalous reading,
etc. Recently, researchers have been interested in detecting abnormal activity in the
healthcare industry. An anomaly or outlier is defined as a data instance that does not
conform with the remainder of that set of data instances. In the healthcare domain, an
anomaly is referred to as an unusual health condition or activity of a patient. A vast
number of applications have been developed to detect anomalies in medical data.
However, no study has been conducted to find out why these points are considered
as an anomaly, i.e., on which set of features a data point is dramatically different
than others, as far as we know. The problem of detecting such an explanation leads
to outlying aspect mining (a.k.a, outlier explanation, outlier interpretation, outlying
subspaces detection). Outlying aspect mining aims to identify the set of features
where the given point (or a given anomaly) is most inconsistent with the rest of the
data [19].

At an abstract level, an anomaly is defined as a pattern that does not conform to
expected normal behavior. A straightforward anomaly detection approach, there-
fore, is to define a region representing normal behavior and declare any observation
in the data that does not belong to this normal region as an anomaly. But several
factors make this simple approach very challenging.

Defining a normal region that encompasses every possible normal behavior is
very difficult. In addition, the boundary between normal and anomalous behavior
is often not precise. Thus an anomalous observation that lies close to the boundary
can be normal, and vice-versa.
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When anomalies are the result of malicious actions, the malicious adversaries
often adapt themselves to make the anomalous observations appear normal, thereby
making the task of defining normal behavior more difficult.

In many domains normal behavior keeps evolving and a current notion of normal
behavior might not be sufficiently representative in the future. —The exact notion of
an anomaly is different for different application domains. For example, in the medical
domain, a small deviation from normal (e.g., fluctuations in body temperature) might
be an anomaly, while a similar deviation in the stock market domain (e.g., fluctuations
in the value of a stock) might be considered as normal. Thus applying a technique
developed in one domain to another is not straightforward.

Availability of labeled data for training/validation of models used by anomaly
detection techniques is usually a major issue.

Often the data contains noise which tends to be similar to the actual anomalies
and hence is difficult to distinguish and remove. Due to the above challenges, the
anomaly detection problem, in its most general form, is not easy to solve. In fact,
most of the existing anomaly detection techniques solve a specific formulation of the
problem. The formulation is induced by various factors such as the nature of the
data, availability of labeled data, type of anomalies to be detected, etc. Often, these
factors are determined by the application domain in Case Studies [20].

1.7 Current Trends and Innovations

The field of outlier detection is constantly evolving, with researchers developing
novel techniques and exploring innovative approaches to identify anomalies in data.
Here are some of the emerging trends and advancements shaping the future of outlier
detection [21, 22].

1.7.1 Deep Neural Networks (DNNs)

DNNs are being increasingly used for outlier detection due to their ability to learn
complex patterns and relationships in high-dimensional data [23]. Convolutional
Neural Networks (CNNs) are particularly effective for identifying spatial or temporal
anomalies in image and time series data, while Recurrent Neural Networks (RNNs)
can handle sequential data like sensor readings or text [24].

These are unsupervised learning models that learn compressed representations
of data. Outliers are often poorly reconstructed by the autoencoder, making them
detectable through reconstruction errors. Variational Autoencoders (VAEs) further
enhance this approach by incorporating probabilistic techniques [25].

a) Function: DNNs are powerful models that can learn complex, non-linear rela-
tionships within data ,This allows them to identify patterns that deviate significantly
from "normal" data points, potentially indicating anomalies [26].

b) Advantages:

— Highly effective in high-dimensional data: Healthcare data often involves nu-
merous features (e.g., blood pressure, lab tests, medications). DNNs excel at
handling such complexity [27].

— Flexibility: DNNs can be adapted for various data types - images (X-rays,
CT scans), time series (vital signs), or even text (medical records). Specific
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Figure 1.5 – XAI Concept [33].

network architectures like Convolutional Neural Networks (CNNs) for images
or Recurrent Neural Networks (RNNs) for sequential data can further enhance
performance [28].

c) Limitations:

— Black Box Problem: DNNs can be difficult to interpret. Healthcare professionals
might struggle to understand why a specific data point is flagged as an anomaly.
This lack of explainability can hinder trust and adoption [29].

— Data Dependency: DNNs require large amounts of high-quality training data to
function effectively In healthcare, where data privacy is paramount, acquiring
sufficient labeled data can be challenging [30].

1.7.2 Explainable Outlier Detection

Traditionally, outlier detection algorithms often lacked transparency, making it
difficult to understand why specific data points were flagged as anomalies. This is
being addressed by research on explainable AI (XAI) techniques, aiming to provide
interpretable insights into the reasoning behind outlier detection decisions [31].

Explainable Artificial Intelligence (XAI), also known as Interpretable AI or Ex-
plainable Machine Learning (XAI), refers to a set of methods and tools that aim to
make artificial intelligence systems, particularly machine learning algorithms, un-
derstandable and interpretable by humans, Machine learning models are often seen
as opaque "black boxes" whose decisions are difficult to understand . XAI seeks to
lift this veil by explaining the reasoning behind the predictions and actions of AI
systems [32]. Figure 1.5 shows the XAI Concept.

1.7.3 Active Learning for Outlier Detection

Active learning in outlier detection introduces an interactive learning element.
The model iteratively queries the user for labels on specific data points. This allows
the model to focus its learning on the most informative data points. Here’s how it
works [34]. The model analyzes the data and identifies data points that are most
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Figure 1.6 – Active Outlier and Bagging for KDD99 and Mammogra-
phy [36].

uncertain - those closest to the decision boundary between normal and anomalous
data. The model then queries the user for labels on these uncertain points.

By incorporating the user’s labels, the model refines its understanding of the
data distribution and becomes more adept at identifying outliers with fewer labeled
samples.

This approach is particularly valuable when dealing with large datasets where
labeling all data points can be expensive or time-consuming. However, it requires
user expertise to provide accurate labels for the queried points [35].

An illustrative example is given by Figure 1.6.

1.7.4 Context-aware Outlier Detection

Real-world data often has inherent context, such as seasonal variations, sensor
locations, or even user demographics. Traditional outlier detection methods might
struggle to distinguish between true anomalies and expected variations within this
context.

Context-aware outlier detection techniques address this challenge by incorpo-
rating contextual information into the model. By considering context, the model
can:

— Improve anomaly detection accuracy: It can differentiate between true outliers
and data points that deviate from the norm due to contextual factors.

— Reduce false positives: By understanding expected contextual variations, the
model avoids flagging normal data points as anomalies. Here are some exam-
ples of how context can be incorporated:

— Time-series data: The model can account for seasonal trends or cyclical patterns
to avoid flagging normal fluctuations as outliers.

— Sensor data: The model can consider sensor location and expected variations
based on that location.

— User data: The model can take into account user demographics or historical
behavior patterns to identify unusual activity specific to that user [37].
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1.7.5 Federated Learning for Outlier Detection

Federated learning is an emerging technique that enables collaborative learning
across multiple devices or data centers while preserving data privacy . This is
particularly useful in scenarios where data is distributed across different locations,
and data privacy is a major concern, such as in healthcare or finance.

Here’s how federated learning can be applied to outlier detection:
Each device or data center trains a local model on its own private data.
The models then exchange information (parameters or gradients) without reveal-

ing the underlying data itself.
By aggregating this information, a global model is built that can effectively detect

outliers across the entire distributed dataset while maintaining data privacy.
Federated learning holds promise for outlier detection in various domains where

data is distributed and privacy is paramount. However, it presents challenges like
communication overhead and ensuring convergence of the global model with local
updates [38].

1.8 Conclusion

This chapter has comprehensively explored the world of anomaly detection, a
vital tool for identifying the unusual across diverse domains. We established a strong
foundation, examining different types of anomalies and the challenges associated
with their detection. We then explored traditional methods and delved into the
power of machine learning techniques, showcasing their strengths and applications
in the real world.

However, anomaly detection is just one piece of the puzzle. While it excels at
identifying outliers, a deeper understanding of data requires exploring the underly-
ing structure and relationships between elements. This is where word embedding
techniques, the focus of the next chapter, come into play.

Word embedding techniques provide powerful tools for capturing the semantic
relationships between words and concepts within data. By analyzing data through
this lens, we can go beyond simply identifying anomalies. We can uncover hidden
patterns, understand the relationships between different data points, and gain a
richer, more comprehensive understanding of the information at hand.

By combining the power of anomaly detection with the insights offered by word
embeddings, we gain a more complete picture of our data. We can identify outliers,
understand their context, and delve deeper into the relationships and structures that
exist within the data itself. This combined approach paves the way for enhanced
decision-making capabilities and ultimately leads to a richer understanding of the
world around us.
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Chapter 2

Word Embedding Techniques

2.1 Introduction

In the previous chapter, we explored the fascinating world of outlier detection –
identifying unusual data points that don’t fit the mold. But how can we truly under-
stand the "meaning" of these outliers if they’re just numbers or strange characters?
This is where Natural Language Processing (NLP) steps in, specifically the concept
of word embeddings. Imagine turning words into numerical codes, like fingerprints
that capture their essence, relationships, and even grammatical roles. These codes,
far from being random, reveal hidden connections between words. Now, think of
outlier detection not just for numbers, but for words that seem out of place in a text.
Word embeddings can help us understand why a word might be an outlier – is it
a grammatical oddity, a completely unrelated concept, or perhaps a hint of hidden
sarcasm? This chapter dives deep into word embedding techniques, unlocking the
secrets of how computers can not only understand the meaning behind words, but
also use that knowledge to identify outliers that stand out from the crowd. By ex-
ploring the hidden dimensions of language, we can push the boundaries of NLP and
make sense of even the most unexpected words.

2.2 Definitions

2.2.1 Definition 1

Word embedding refers to a set of machine learning techniques that aim to
represent the words or phrases of a text by vectors of real numbers, described in a
vector model (or Vector Space Model). These new textual data representations have
improved the performance of automatic language processing (or Natural Language
Processing) methods, such as Topic Modeling or Sentiment Analysis [39].

Word embedding is based on the linguistic theory founded by Zelling Harris and
known as Distributional Semantics. This theory considers that a word is character-
ized by its context, ie by the words that surround it. Thus, words that share similar
contexts also share similar meanings. Word embedding algorithms are most often
used to describe words through digital vectors, but they can also be used to build
vector representations of whole sentences, biological data such as DNA sequences,
or networks represented as graphs [39].

2.2.2 Definition 2

Word embedding in NLP is an important term that is used for representing words
for text analysis in the form of real-valued vectors. It is an advancement in NLP that
has improved the ability of computers to understand text-based content in a better
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way. It is considered one of the most significant breakthroughs of deep learning for
solving challenging natural language processing problems.

In this approach, words and documents are represented in the form of numeric
vectors allowing similar words to have similar vector representations. The extracted
features are fed into a machine learning model so as to work with text data and
preserve the semantic and syntactic information. This information once received
in its converted form is used by NLP algorithms that easily digest these learned
representations and process textual information [40].

2.3 Traditional Methods vs. Word Embedding

2.3.1 Word Embeddings

a) Concept: Word embeddings represent words as vectors in a high-dimensional
space. Words with similar meanings are positioned closer in this space. This is
achieved using machine learning techniques like Word2Vec or GloVe that analyze
large text corpora to capture semantic relationships.

b) Strengths: Captures semantic similarities between words. Enables tasks like
finding synonyms or analogies. Performs well on complex NLP tasks .

c) Weaknesses: Computationally expensive to train compared to BoW or TF-IDF.
Requires a large amount of training data [41].

2.3.2 TF-IDF

a) Concept: TF-IDF (Term Frequency-Inverse Document Frequency) builds on BoW
by addressing some of its limitations. It considers both the word frequency (TF)
within a document and its inverse document frequency (IDF) across the entire corpus.
Words that appear frequently in a single document but rarely overall get a higher
TF-IDF weight .

b) Strengths: Improves on BoW by weighting words based on their importance.
Helps identify keywords specific to a document .

c) Weaknesses: Still doesn’t capture semantic relationships between words [41].
Figure 2.1 shows an illustrative example.

2.3.3 Bag-of-Words (BoW)

a) Concept: BoW treats a document as a "bag" of words, ignoring the order and
grammar. It creates a feature vector where each element represents a word and its
value indicates the word’s frequency in the document.

b) Strengths: Simple and efficient to implement. Works well for small datasets .

c) Weaknesses: Ignores word order and relationships between words. Doesn’t
capture semantic similarities (e.g., "king" and "queen") [42].

A comparison between Word Embeddings, BoW, and TF-IDF is given in Table
2.1.
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Figure 2.1 – The resultant variable comprises unique words along
with their corresponding TF-IDF values.

Table 2.1 – Comparison of Word Embeddings, BoW, and TF-IDF [42].

Feature BoW TF-IDF Word Embeddings
Word Order Ignored Ignored Considered
Semantic Similarity Not captured Not captured Captured
Computational Cost Low Low High
Data Requirements Low Moderate High

2.4 Key Concepts in Word Embedding

2.4.1 Semantic Similarity

Measuring the semantic similarity of texts has a vital role in various tasks from
the field of natural language processing (NLP) such as document classification, in-
formation retrieval , word sense disambiguation, plagiarism detection, etc. The
specific task of measuring the semantic similarity of short texts is of importance in
the domain of social media for opinion mining, recommendation, event detection,
and news recommendation Representing short texts may differ from representing
long texts due to the sparsity and noisines.

Hence, it is important to develop approaches focused only on short texts such
as tweets, comments, or microblogs, Therefore, approaches that are tailored to short
texts may not work well with long texts and vice versa, Firstly, word embeddings
are derived for one word.

In the case of short texts, it is necessary to scale up from word embeddings to
text embedding. A large number of techniques that leverage this issue are proposed,
and still, there is no consensus in the research community on how to proceed. One
possibility is to take the sum or the average (centroid) of the individual word em-
beddings for all the words in the text. This approach has been widely adopted in
many studies "Sentence Similarity Techniques for Short vs Variable Length Text using
Word Embeddings, Measuring Semantic Similarity of Short Texts: An Experimental
Study, Short Text Similarity with Word Embeddings", for example, and in general,
they perform well. However, by aggregating a set of word embeddings into only
one embedding as (averaged or weighted) sum or centroid, we are losing valuable
semantic information. This happens because of reducing the information contained
in the set of vectors into one vector [43].
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Figure 2.2 – Example for Semantic Space Visualizations [45].

2.4.2 Word Vectors and Semantic Spaces

Most current word embedding algorithms build on the distributional hypothesis
where similar contexts imply similar meanings so as to tie co-occurrences of words to
their underlying meanings. The relationship between semantics and cooccurrences
has also been studied in psychometrics and cognitive science , often by means of
free word association tasks and semantic spaces. The semantic spaces, in particular,
provide a natural conceptual framework for continuous representations of words as
vector spaces where semantically related words are close to each other. For example,
the observation that word embeddings can solve analogies using vector representa-
tions of words derived from surveys of pairwise word similarity judgments [44]. An
example is given in Figure 2.2.

2.5 Popular Word Embedding Models

2.5.1 Word2Vec

Word2Vec, a powerful technique in natural language processing (NLP), has
gained significant attention in recent years for its ability to capture semantic meaning
in words. By training on large text corpora, word2vec generates vector represen-
tations for words, where words with similar meanings reside close together in this
vector space. This allows applications like sentiment analysis, recommendation sys-
tems, and machine translation to leverage the semantic relationships between words
[46]. Figure 2.3 shows an example.

a) Continuous-bag-of-words architecture: The core idea behind CBOW is that
words appearing close together in a sentence likely share similar meanings. The
objective is to predict a center word c given its surrounding words wi as shown in
Equation 2.1.

P(c | w1) × P(c | w2) × · · · × P(c | wn) (2.1)

This represents the probability of the center word c appearing considering each
surrounding word wi (where i goes from 1 to n) individually. We want to maximize
this probability (P) for the model to perform well [48].
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Figure 2.3 – Example of how Word2Vec works [47].

b) Skip-gram: Unlike CBOW, Skip-gram takes the opposite approach. As shown
in Equation 2.2, instead of predicting the center word, it aims to predict surrounding
words based on a center word.

T∑
t=1

∑
c≤ j≤c

j,0

log(P(wt+ j | wc)) (2.2)

Where:

T: number of sentences in the training text.
t: index iterating over each sentence.
c: window size (context words considered around the center word).
j: index iterating over surrounding words within the window.
logP(wt+ j | wc): This calculates the sum of the log probabilities of predicting each
surrounding word wt+ j (where j goes from −c to +c, excluding the center word wc)
given the center word wt. Essentially, we maximize the likelihood of predicting
nearby words accurately.
Softmax function: This function (Equation 2.3) ensures the probabilities of all sur-
rounding words sum up to 1.

P(wO | wI) =
exp (v′wO

· vwI)∑W
w=1 exp (v′w · vwI)

(2.3)

Where:

P(w0|wI): This represents the probability of predicting the surrounding word wO
given the center word wI.

v′wO, vwI: These represent the vector representations of words wO and wI, respec-
tively.∑W: summation over all words in the vocabulary.

exp(): exponential function [48].
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2.5.2 GloVe (Global Vectors for Word Representation)

The statistics of word occurrences in a corpus is the primary source of informa-
tion available to all unsupervised methods for learning word representations, and
although many such methods now exist, the question still remains as to how mean-
ing is generated from these statistics, and how the resulting word vectors might
represent that meaning. In this section, we shed some light on this question. We
use our insights to construct a new model for word representation which we call
GloVe, for Global Vectors, because the global corpus statistics are captured directly
by the model, unlike other word embedding models that focus on local co-occurrence
(how often words appear together in a window), GloVe leverages statistical infor-
mation from the entire corpus. It does this by focusing on the ratio of co-occurrence
probabilities between words [49]. Here’s the key idea:Imagine words A, B, and C.

If A and B frequently co-occur (appear together), and B also co-occurs with C,
but not as often as with A, then intuitively, A and C should share some semantic
similarity (meaning) [49].

Generating the raw word co-occurrence counts is simply a matter of going
through a large spoken or written corpus and counting the number of times n(c,t) each
context word c occurs within a window of a certain size W around each target word t.
We shall assume that the corpus is used in its raw state, with no preprocessing, thus
giving us a conservative estimate of the performance levels achievable. Humans
may well make use of simple transformations, such as stemming or lemmatization
, as they experience the stream of words, and thus form better representations than
our basic counting approach. For example, they might improve their performance
by making use of the kind of grammatical knowledge that tells us that “walk” and
“walked” are morphologically and thus semantically related [50].

2.5.3 FastText

It extends traditional word embeddings, which represent entire words as vectors,
by incorporating sub-word information [19]. It achieves this by decomposing words
into character n-grams (subword sequences of length n) and learning embeddings
for these n-grams [20]. These n-gram embeddings are then summed to represent the
entire word [51].

a) Advantages for Morphologically Rich Languages: Handling Out-of-Vocabulary
(OOV) Words: Morphologically rich languages often have complex word formation
processes, leading to frequent creation of new words (OOV words) not present in the
training vocabulary. By using sub-word information, FastText can represent OOV
words by combining the embeddings of their constituent n-grams, even if the entire
word itself is not encountered during training [52].

Improved Representation of Morphologically Related Words: Since sub-words
(n-grams) capture common morphemes (meaningful units) across words, FastText
can capture semantic relationships between words that share these morphemes, even
if they differ in prefixes or suffixes.

b) Word as Sum of n-gram Embeddings: The fundamental idea behind FastText’s
word representation is capturing a word’s meaning by summing the embeddings of
its constituent n-grams. Let’s denote:
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w as a word.

n as the n-gram size (length of character subsequences).

C(w) as the set of all n-grams in word w (e.g., bigrams for n=2).

E(x) as the embedding vector for element x (word or n-gram).

The embedding vector for word w, denoted as E(w), can be expressed as the sum
of the embedding vectors of its n-grams in C(w) as given by Equation 2.4.

E(w) =
∑

ng∈C(w)

E(ng) (2.4)

This formula essentially states that the word embedding is obtained by summing
the individual n-gram embeddings that make up the word [53].

2.5.4 BERT: Bidirectional Encoder Representations from Transformers

BERT stands as a landmark achievement in Natural Language Processing (NLP).
Its success hinges on two key elements: the transformer architecture and bidirec-
tional context modeling. Let’s delve into these concepts and explore how BERT has
revolutionized contextualized word embeddings.

At the heart of BERT lies the transformer architecture. Introduced in the paper
"Attention is All You Need" by Vaswani et al. (2017), the transformer departs from
traditional recurrent neural networks (RNNs) for sequence processing. Here’s a
simplified breakdown:

a) Encoder-Decoder Structure: The transformer utilizes an encoder-decoder struc-
ture. The encoder processes the input sequence, capturing its relationships and
dependencies. The decoder, used in some applications like machine translation,
generates an output sequence based on the encoded information.

b) Attention Mechanism: The core strength of the transformer lies in its attention
mechanism. This mechanism allows the model to focus on specific parts of the input
sequence that are most relevant for the current processing step. Unlike RNNs, which
process information sequentially, the attention mechanism enables a more parallel
and efficient approach [54].
Attention Score: (Equation 2.5).

Attention(Xi,X j) = softmax

Qi ·KT
j

dk

 (2.5)

- Xi: Embedding of the i-th token in the sequence.
- X j: Embedding of the j-th token in the sequence.
- Qi: Query vector for the i-th token (obtained by multiplying the embedding Xi with
the query matrix Q).
- KT

j : Transpose of the key vector for the j-th token (obtained by multiplying the
embedding X j with the key matrix K).
- dk: Dimensionality of the key vectors (number of features in each key vector).
- softmax(x): Softmax function, which transforms a vector of real numbers into a



2.6. Training and Fine-Tuning Word Embedding 23

probability distribution over the elements.

Attention Matrix: This formula isn’t explicitly shown, but it’s essentially applying
the attention score calculation between all possible pairs of tokens (i, j) in the se-
quence. The resulting matrix will have dimensions (number of tokens) × (number
of tokens), where each cell (i, j) represents the attention score between the i-th and
j-th tokens.[55]

2.6 Training and Fine-Tuning Word Embedding

2.6.1 Training Word Embeddings

Several techniques exist for training word embeddings, each with its own advan-
tages and limitations. Here are two common approaches:

a) Statistical Methods: Word2Vec This popular method, introduced by Mikolov
et al. (2013) [https://arxiv.org/abs/1301.3781] utilizes two architectures. Continu-
ous Bag-of-Words (CBOW): Predicts a target word based on its surrounding context
words. Skip-gram: Predicts surrounding context words based on a given target word.
GloVe: Developed by Pennington et al. (2014) [https://nlp.stanford.edu/pubs/glove.pdf],
GloVe leverages the co-occurrence statistics of words within a large corpus to learn
word embeddings.

b) Neural Network-based Methods: Word2Vec Can also be implemented using
neural networks, offering more flexibility and potentially better performance com-
pared to the statistical approach. FastText: Introduced by Joulin et al. (2016), extends
Word2Vec by considering subword information (character n-grams) to handle out-of-
vocabulary words and improve representation for morphologically rich languages
[24].

Adjusting various parameters such as the context size, vector size, etc., is es-
sential in training both Word2Vec and FastText models. The context size parameter
determines the number of surrounding words considered when predicting the target
word, while the vector size parameter determines the dimensionality of the learned
word embeddings. Other parameters, such as learning rate, batch size, and training
epochs, also play crucial roles in model training and performance. optimizing these
parameters requires experimentation and tuning to achieve the desired performance
for specific tasks and datasets. Techniques such as grid search or random search
can be employed to systematically explore the parameter space and identify optimal
configurations.[58]

2.6.2 Fine-Tuning Pre-trained Embeddings

While training word embeddings from scratch can be effective, leveraging pre-
trained embeddings often offers significant advantages, especially for tasks with
limited training data [25]. These pre-trained embeddings are typically obtained from
large-scale language models (LLMs) [26] trained on massive text corpora. However,
these generic embeddings might not be optimal for specific NLP tasks.

Fine-tuning techniques aim to adapt these pre-trained embeddings to a particular
task:

1) Freezing Layers:
This technique focuses on leveraging the general linguistic knowledge captured in
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the lower layers of the pre-trained model, which encode general word meanings and
relationships [60]. These layers are frozen, meaning their weights are not updated
during training. Conversely, the higher layers, responsible for more task-specific
features, are trained on the new task data, allowing them to adapt to the specific
requirements of the task.

a) The Challenge:
Pre-trained word embedding models consist of multiple layers, each layer building
upon the previous one to learn increasingly complex representations of language.

Lower Layers: These capture fundamental word meanings and relationships,
forming a strong foundation for language understanding.

Higher Layers: These layers process the information from lower layers and learn
more task-specific features relevant to the pre-training objective (e.g., predicting sur-
rounding words, sentence similarity).

The challenge lies in adapting a pre-trained model to a new NLP task while
preserving this valuable knowledge.

b) The Solution:
Freezing layers is a technique used during fine-tuning that selectively updates the
weights of different layers in the pre-trained model:

Freezing Lower Layers: The weights of the lower layers, responsible for captur-
ing general word meanings and relationships, are frozen. This means their values
remain unchanged during training on the new task data.

Training Higher Layers: The weights of the higher layers, which learned task-
specific features for the pre-training objective, are free to be updated during training.
These layers will adapt to the specific features relevant to your new NLP task [61].

2) Reduced Learning Rate: This method aims to fine-tune the entire pre-trained
model, but with smaller adjustments to the weights compared to training from
scratch. This is achieved by using a lower learning rate during training. This prevents
the model from completely forgetting the general knowledge learned during pre-
training while allowing it to specialize for the specific task at hand [62].

a) The Challenge: Pre-trained word embeddings capture a vast amount of gen-
eral knowledge about language. However, directly applying them to a specific NLP
task might not be optimal. The model needs to adapt these pre-trained embeddings
to the nuances of your particular task without losing the valuable knowledge they
already contain.

b) The Solution: Reduced learning rate is a technique used during fine-tuning
to achieve this balance. Here’s how it works: Fine-tuning the Pre-trained Model: We
take a pre-trained word embedding model (like Word2Vec or GloVe) that has already
learned general word relationships. We use this model as a starting point for our
specific NLP task. This is called fine-tuning because we are adjusting the pre-trained
model for a new task.

Learning Rate and Weight Adjustments: During training, the model updates
the weights of its internal connections to improve its performance on the new task.
The learning rate controls the magnitude of these weight updates. A higher learning
rate leads to larger adjustments, while a lower learning rate results in smaller, more
gradual changes.

Reduced Learning Rate in Action: By using a reduced learning rate, we make
smaller adjustments to the weights of the pre-trained word embeddings. This pre-
vents the model from drastically altering the valuable knowledge it learned during
pre-training. Imagine the pre-trained embedding for "happy" is associated with
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words like "joyful" and "excited." With a high learning rate, the model might com-
pletely overwrite these connections if the new task emphasizes a different aspect of
"happy". A reduced learning rate allows the model to refine these connections while
preserving the core understanding of "happy". It might learn to associate it with
words like "elated" or "delighted" in the context of the specific task [63].

3) Task-specific Data Augmentation: This technique recognizes that the generic
pre-trained embeddings might not be optimal for the specific task. It suggests enrich-
ing the training data with techniques like back-translation (generating translations
and then translating them back to the original language) or other data augmenta-
tion methods specific to the target task. This helps the model learn more relevant
representations for the task data [64].

a) The Challenge: Pre-trained word embeddings, while powerful, might not be
perfect for every NLP task. They capture general word relationships based on the
massive datasets they are trained on . These broad relationships might not capture
the nuances specific to your particular task.

b) The Solution: Task-specific data augmentation aims to enrich your training
data and improve the word embeddings for your specific NLP task. Here’s how it
works:

c) Leveraging Existing Techniques: Back-Translation: This method involves
translating your existing training data from your target language (let’s say English)
to another language (like French) and then translating it back to English . This
process can introduce variations in sentence structure and word choice, effectively
augmenting your data. Impact on Embeddings: When the model is trained on both
the original and back-translated data, the word embeddings get exposed to these
variations. They learn to capture the nuances of meaning that might be present in
different phrasings of the same concept . For example, the embedding for "happy"
might be strengthened in its association with words like "elated" or "delighted" if
those appeared in the back-translated data [65].

2.7 Applications of Word Embedding

Word embeddings, numerical representations of words, have revolutionized var-
ious Natural Language Processing (NLP) tasks. Their ability to capture semantic
relationships between words makes them valuable tools, improving performance in
diverse areas like sentiment analysis, named entity recognition, and machine trans-
lation [66]. Let’s delve into how word embeddings enhance these specific tasks:

2.7.1 Sentiment Analysis

Sentiment analysis aims to determine the sentiment (positive, negative, or neu-
tral) expressed in a text piece [67]. Word embeddings assist by:

Capturing sentiment-oriented information: Words with similar sentiment vectors
tend to express similar emotions. For example, "happy" and "joyful" will have closer
vectors compared to "sad" or "angry." By analyzing the average sentiment vector of
words in a sentence, the model can infer the overall sentiment [68].

Handling out-of-vocabulary (OOV) words: Traditional methods might struggle
with OOV words (words not present in the training data). Word embeddings, espe-
cially those utilizing subword information (e.g., FastText), can represent OOV words
by combining the embeddings of their constituent subwords [69].

How Word Embeddings help:
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Figure 2.4 – Sentiment Analysis with Embedded Vectors [70].

a) Capture Sentiment-oriented Information: Word embeddings learn relation-
ships between words. Words with similar sentiment tend to have closer vectors in
embedding space. Example: "happy" and "joyful" will have embeddings closer to
each other than "sad" and "angry".

b) Handle Out-of-Vocabulary (OOV) Words: Traditional methods might strug-
gle with words not present in the training data (OOV words). Word embeddings, es-
pecially those using subword information (e.g., FastText), can represent OOV words
by combining the embeddings of their parts (subwords).

Example:

Sentence 1: "The movie was fantastic!" (Positive sentiment)

Sentence 2: "The film was terrible." (Negative sentiment)

2.7.2 Named Entity Recognition

NER identifies and classifies named entities (e.g., people, locations, organiza-
tions) within a text [34]. Word embeddings contribute to improved NER performance
by:

Encoding contextual information: Word embeddings capture the relationships
between words, which is crucial for NER. For instance, the word "Paris" might have
a different embedding depending on the context (e.g., "visited Paris" vs. "the city of
Paris"). This context-dependence helps in identifying entities accurately [71].

Encoding contextual information: Word embeddings capture the relationships
between words, which is crucial for NER. For instance, the word "Paris" might have
a different embedding depending on the context (e.g., "visited Paris" vs. "the city of
Paris"). This context-dependence helps in identifying entities accurately [72].
Example:

Sentence 1: "I flew to Paris for the weekend."

Sentence 2: "That hat is very Parisian."
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"Paris" as a location in Sentence 1.

"Parisian" as an adjective derived from the location in Sentence 2.

The model considers the surrounding words ("flew to") to understand "Paris"
refers to a location in Sentence 1.

In Sentence 2, "Parisian" modifies the noun "hat," indicating it’s not a location.
Word embeddings are not static. The model can adjust a word’s embedding

based on its context.
"Paris" in Sentence 1 will have a different embedding compared to "Parisian" in

Sentence 2 [73].

2.7.3 Machine Translation

Machine translation involves automatically translating text from one language to
another [36]. Word embeddings play a vital role by:

a) Bridging the semantic gap between languages: By learning the relationships
between words within each language, word embeddings can bridge the gap between
semantically similar words in different languages. This allows the model to find the
most appropriate translations that preserve the meaning of the original text [74].

b) Handling complex sentence structures: Word embeddings can capture the
syntactic relationships between words, which is crucial for translating complex sen-
tence structures accurately [75].
Example:

Source Sentence (English): "The bank is on the river".

Desired Translation (French): "La banque est sur la rivière". (The bank is on the river)

Understanding "Bank" in Context: The model uses word embeddings to under-
stand that "bank" in this context refers to a financial institution, not the edge of a river.

Finding Similar Meaning in French: The model searches for a French word with
a similar embedding to the English "bank" in a financial context.

Accurate Translation: By identifying "banque" (bank) as the closest semantic
equivalent, the model produces the desired translation.

2.8 Evaluation of Word Embeddings

Evaluating the quality of word embeddings is crucial in assessing their effective-
ness for NLP tasks, Several common metrics and benchmark datasets are used for
this purpose, but the process is not without its challenges [76].

Accuracy =
TP + TN

TP + TN + FP + FN
(2.6)

Precision =
TP

TP + FN
(2.7)
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Recall =
TP

TP + FN
(2.8)

F1 = 2 ·
Precision ·Recall

Precision + Recall
(2.9)

2.8.1 Evaluation Metrics

1. Analogy Tasks: These tasks evaluate the ability of embeddings to capture
semantic relationships between words. Examples include:

•Word similarity: Measuring the distance between embedding vectors of words
with similar meanings (e.g., "king" and "queen").

•Word analogy: Assessing if the relationship between two word pairs holds for
their embeddings (e.g., "man" is to "woman" as "king" is to "queen").[77]

2. Intrinsic Evaluation: This approach directly evaluates the quality of the em-
beddings themselves, focusing on properties like: Cosine similarity:

•Measuring the similarity between embedding vectors using the cosine distance
metric.

• Clustering: Evaluating if words with similar meanings are grouped together
when their embeddings are clustered. [78]

2.8.2 Challenges

1. Lack of Ground Truth: There’s no single universally accepted measure of
"good" word embeddings, making it challenging to definitively evaluate their quality.

2. Task-Dependence: The effectiveness of word embeddings can vary signif-
icantly depending on the specific NLP task they’re used for. Evaluating them in
isolation might not always reflect their true performance in real-world applications.
[79]

3. Interpretability: Understanding the exact information encoded in word em-
beddings can be difficult, making it challenging to pinpoint specific strengths or
weaknesses and explain their performance on specific tasks.

2.9 Conclusion

In this chapter, we embarked on a journey through the intricate landscape of
outlier detection, uncovering its significance across diverse domains. We began by
introducing the fundamental concept of outlier detection and underscored its pivotal
role in identifying anomalies within data, crucial for maintaining data integrity and
making informed decisions.

We then traversed through the taxonomy of outliers, delineating various types
such as point anomalies, contextual anomalies, and collective anomalies, each pre-
senting unique challenges and intricacies. Traditional methods, including statistical
approaches like z-score and rule-based techniques, provided a solid foundation for
understanding outlier detection’s historical context.
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As we delved deeper, we explored the importance of evaluation metrics such
as precision, recall, F1-score, and AUC-ROC, essential for assessing the efficacy of
outlier detection algorithms and guiding their deployment in real-world scenarios.

Real-world applications spanning finance, healthcare, and cybersecurity illumi-
nated the practical relevance of outlier detection, showcasing its instrumental role
in fraud detection, anomaly monitoring in patient health data, and identifying mali-
cious activities in network traffic. Despite the strides made, we confronted persistent
challenges, including imbalanced datasets and interpretability issues, underscoring
the ongoing need for innovative solutions and robust methodologies.

Through compelling case studies, we witnessed the tangible impact of outlier
detection, unveiling valuable insights and driving actionable decisions across diverse
domains. As we concluded our exploration, we navigated through current trends
and innovations, heralding a future ripe with possibilities. The chapter’s essence lies
in the acknowledgment of outlier detection’s dynamic nature, urging practitioners to
adapt and innovate in response to evolving data landscapes and emerging challenges.
In essence, outlier detection stands as a cornerstone in the realm of data analysis,
guiding us towards a deeper understanding of our data and empowering us to
extract meaningful insights amidst the noise. As we forge ahead, the importance of
selecting appropriate methods attuned to the intricacies of each application remains
paramount, ensuring outlier detection continues to serve as a beacon of clarity amidst
the complexities of modern data analytics.
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Chapter 3

Conceptual Framework

3.1 Introduction

This chapter explains how to evaluate similarity and detect outliers, aiming
to develop new algorithms in this area. Our goal is to combine high-level ideas
and details to create a clear framework for understanding similarity evaluation and
outlier detection. We will explore techniques like Word Embeddings Models to use
advanced methods for improving algorithms.

In this study, we will use advanced text processing techniques to detect outlier
documents. First, we will clean and organize the text data. Then, we will use
word representation models called embeddings to understand the meaning of words
in a continuous vector space. With these embeddings, we will calculate "Word
Mover’s Distance" (WMD) to compare the semantic similarity between documents.
This approach will help us identify documents that differ significantly in meaning,
marking them as outliers.

3.2 Theoretical Foundations

The ideas of similarity evaluation and outlier detection are motivated and have
very deep theoretical ground. Similarity assessment stands for the reclining of the
degree of similarity or similarity between data points, which is often essential for
tasks such as clustering, classification, or suggestion algorithms. Moreover, outlier
detection refers to the identification of data points that work off the presumed or the
norm data in several datasets. These techniques provide insight into potential exclu-
sions or faults. While, theoretical basis similarity evaluation often utilizes concepts of
mathematics, statistics, and information theory, for instance, functions that measure
similarity in different contexts include Euclidean distance, Cosine similarity, Jaccard
index. There is a large family of algorithms related to similarity evaluation, and most
of them are based on these metrics. Each algorithm may work differently and apply
to various data types [80].

In outlier detection, the theoretical foundations are deeply rooted in probabil-
ity theory, distribution analysis, and anomaly detection techniques. By using sta-
tistical principles, methods like z-score, Mahalanobis distance, and density-based
approaches can identify data points that exhibit unexpected behavior. To develop
outlier detection algorithms that can distinguish genuine anomalies from noise or
data artifacts, it is crucial to understand these theoretical constructs [80].

3.2.1 Impact of Outlier Detection on Decision-Making

Outlier detection is both a tool for analyzing information, as well as a mover
of decision-making positions inside organizations. In influencing the quality of
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information and revealing abnormal instances, it may directly affect others. First, this
mechanism promotes belief and reliance on facts through maintenance of soundness
as well as trustworthiness in them [109].

As a result, stakeholders are encouraged to base their decisions on accurate infor-
mation and as a result get better outcomes. Second, when a risk is detected in time
by finding an abnormal case it helps in risk management because we can take proac-
tive measures before risks become a problem [81]. Notably, their perceptions and
decision-making can be influenced positively if they feel secure and stable through
a proactive way of dealing with risks. Besides, innovation is boosted by outlier
detection that reveals covert patterns or trends existing within its dataset [82].

The novel information will make the organization come up with its strategies that
lead to it earning competitive advantages from different fronts at a go. In addition,
detection of outliars makes team members who work together come to a consensus
over the dataset and what it really means [83].

3.2.2 Overview of Relevant Literature

An interesting study by Park et al., that tackles the challenge of outlier detection
specifically for text data. Text can be tricky because it doesn’t always behave like
numbers. For example, there might be a lot of words that appear just once or twice,
but that doesn’t necessarily mean they’re strange. Park and their team came up with
a clever method called TONMF to sift through these text documents and find the real
outliers, the ones that truly stand out from the crowd. They even tested it against
other methods and found it worked quite well [84].

“A Framework for Outlier Detection and Robust Clustering of Attributed Graphs”:
This study goes beyond just textual data and addresses outlier detection in attributed
graphs. with a network where documents are connected based on similarities, and
some documents within these connections seem out of place. This framework, called
ORCA (Outlier detection and Robust Clustering for Attributed graphs), aims to iden-
tify both these outliers and group similar documents effectively. It achieves this by
combining clustering and anomaly detection techniques in a clever way. The authors
highlight the benefits of ORCA like its speed, accuracy, and ability to handle large
datasets [85].

"Pattern Recognition and Machine Learning": This seminal text provides a com-
prehensive exploration of pattern recognition and machine learning techniques, in-
cluding in-depth discussions on similarity evaluation methods such as clustering,
nearest neighbor algorithms, and support vector machines. Bishop explains the
theoretical foundations of similarity evaluation while also exploring practical appli-
cations in different domains, making it an essential resource for both researchers and
practitioners [86].

"Anomaly Detection: A Survey" by Chandola et al., offers a systematic overview
of anomaly detection techniques, encompassing both traditional statistical approaches
and modern machine learning algorithms. The survey discusses the theoretical foun-
dations of outlier detection while also providing insights into practical applications
in fields such as cybersecurity, finance, and healthcare. By synthesizing a vast body of
research, the survey provides a valuable reference for understanding the landscape
of anomaly detection methods and their applicability in different contexts [87].
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3.3 Methodological Approach

Techniques tailored to specific data types and applications are included in method-
ologies for evaluating similarity and detecting outliers. Quantifying the degree of
resemblance or proximity between data points is a common methodology in similar-
ity evaluation, while outlier detection focuses on identifying data points that deviate
significantly from the norm.

3.3.1 Contribution to Existing Work

a) Integration of Word Mover’s Distance (WMD): Unlike traditional methods that
often rely solely on lexical or syntactic features, our work integrates the use of Word
Mover’s Distance (WMD). WMD considers both the semantic similarity of words
and their spatial arrangement, providing a more holistic measure of text similarity
[88].

b) Utilization of Word2Vec Embeddings: By leveraging Word2Vec embeddings ,
our approach captures semantic relationships between words in a continuous vector
space. This allows for more effective representation of word semantics compared to
traditional approaches.

c) Comprehensive Preprocessing: Our work employs comprehensive text prepro-
cessing techniques, including tokenization, stop word removal, punctuation re-
moval, digit removal, and lemmatization. This ensures that the input text data
is clean and uniform, enhancing the effectiveness of subsequent analysis.

d) Performance Evaluation and Outlier Detection: We conduct a thorough perfor-
mance evaluation of our approach, comparing it with existing methods in terms of
accuracy, precision, recall, and F1-score. Additionally, we identify outlier documents
where the calculated similarity deviates from human judgment, providing insights
into the limitations of semantic similarity measures.

e) Focus on Semantic Similarity: Unlike approaches that primarily rely on lexical
or syntactic features, our work focuses on capturing semantic similarity between
text documents. This allows for a more nuanced understanding of text similarity,
reflecting real-world semantic relationships.

3.3.2 Word Mover’s Distance (WMD)

Word Mover’s Distance (WMD) is a metric specifically designed to measure the
difference between two text documents. Unlike traditional distance metrics that
operate on fixed-dimensional vectors, WMD considers the semantic meaning of
words and their relationships within the documents. In WMD, each document is
represented as a list of words, where each word is treated as a separate entity. The
distance between two documents is then calculated as the minimum cumulative
distance required to move words from one document to another, taking into account
their semantic similarities.

WMD utilizes word embeddings (Figure 3.1), such as Word2Vec or GloVe em-
beddings, to capture semantic relationships between words. WMD’s use of semantic
similarity allows for more nuanced measures of document dissimilarity than tradi-
tional methods such as Euclidean distance or cosine similarity. WMD can be applied
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Figure 3.1 – The Effect of Word Embedding on Word Mover’s Distance
[93].

to various natural language processing tasks, such as document clustering, text
classification, and information retrieval. Its ability to capture semantic similarities
between documents makes it particularly useful in scenarios where the context and
meaning of words play a crucial role, such as in sentiment analysis or document
summarization [92].

We chose to utilize Word Mover’s Distance (WMD) due to its ability to capture
semantic similarity between text documents, which is often challenging for classical
distance metrics such as Cosine Distance, especially in high-dimensional feature
spaces. WMD considers not only the similarity of words but also their spatial
arrangement, providing a more nuanced measure of text similarity [94].

Classical distance metrics like Cosine Distance may struggle in high-dimensional
spaces due to the "curse of dimensionality", where the effectiveness of distance
measures diminishes as the number of dimensions increases [95].

Additionally, Cosine Distance does not account for word semantics and their
contextual relationships, which are crucial for capturing the semantic similarity of
text documents [96].

By incorporating WMD, we address these limitations and achieve more accurate
assessments of text similarity.
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3.3.3 Why WMD is better than Cosine Similarity

The original paper which defined ’Word Mover’s Distance’, "From Word Embed-
dings To Document Distances" [99], gave some examples of where WMD works well,
and comparisons of its behavior against other similarity-calculations.

Table 3.1 compares WMD with Cosine Similarity.

Feature Word Mover’s Distance
(WMD)

Cosine Similarity

Definition Measures the minimum dis-
tance that words from one
document need to travel to
match words in another doc-
ument using word embed-
dings [100].

Measures the cosine of the
angle between two non-zero
vectors in an inner product
space, often used to measure
similarity between two doc-
uments represented as word
vectors [101].

Computation Complexity Higher computational com-
plexity due to solving an op-
timization problem (typically
O(n3 log n) for n words in a
document) [102].

Lower computational com-
plexity as it involves ba-
sic vector operations (O(n))
[103].

Context Sensitivity Takes the semantic meaning
of all words in both docu-
ments into account, provid-
ing a more holistic similarity
measure [100].

Evaluates the similarity based
only on the angle between
vectors, which might miss nu-
anced contextual meanings
[148].

Handling Synonymy Effectively handles syn-
onymy as it considers the
distance between word em-
beddings, thus recognizing
that different words can have
similar meanings [100].

Less effective with synonymy
since it relies on exact matches
between word vectors rather
than their positions in the em-
bedding space [105].

Practical Applications Useful in applications like
document clustering, topic
modeling, and semantic
search where capturing over-
all meaning is crucial [100].

Commonly used in appli-
cations like information re-
trieval and text classification
where speed and efficiency
are important [101].

Empirical Performance Often shows superior perfor-
mance in benchmarks involv-
ing semantic similarity tasks,
such as STS (Semantic Textual
Similarity) benchmarks [106].

Performs well in tasks involv-
ing large-scale data where ef-
ficiency outweighs the need
for deep semantic under-
standing [104].

Table 3.1 – Comparison between Word Mover’s Distance and Cosine
Similarity.

3.3.4 Application of Word Embeddings with Word Mover’s Distance (WMD)

Word embeddings, such as Word2Vec, have revolutionized natural language pro-
cessing by representing words as dense vectors in continuous vector spaces . When
combined with Word Mover’s Distance (WMD), these embeddings offer powerful
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tools for various text-based applications [107].

Semantic Text Similarity: By leveraging Word2Vec embeddings and WMD, ap-
plications can accurately measure the semantic similarity between text documents.
This capability is particularly useful in tasks such as duplicate detection, plagiarism
detection, and information retrieval [108].

Document Clustering: Word embeddings combined with WMD enable more
sophisticated document clustering techniques. Instead of relying solely on lexical
or syntactic features, clustering algorithms can now consider semantic relationships
between documents, leading to more coherent clusters [109].

Text Classification: In text classification tasks, Word2Vec embeddings with WMD
can improve the accuracy of classification models by capturing subtle semantic dif-
ferences between classes. This is especially beneficial in domains where traditional
bag-of-words approaches may struggle, such as sentiment analysis and topic mod-
eling [110].

Cross-Lingual Text Alignment: Word embeddings and WMD facilitate cross-
lingual text alignment by capturing semantic similarities between documents in dif-
ferent languages. This is crucial for tasks such as machine translation, cross-lingual
information retrieval, and multilingual document summarization [111].

Named Entity Recognition and Entity Linking: Incorporating Word2Vec em-
beddings with WMD enhances named entity recognition (NER) and entity linking
tasks by considering not only surface-level features but also semantic similarities
between entities. This leads to more accurate identification and disambiguation of
named entities in text [112].

3.3.4.1 Layman’s Explanation of Word2Vec and Word Mover’s Distance

This section introduces two important concepts used in our method: Word2Vec
and WordMover’s Distance (WMD). Imagine a world where words are points in a
vast space. Words with similar meanings are clustered close together. This is what
Word2Vec does - it creates a map for words based on how often they appear together
in text. Each word gets its own unique location in this space.

We can then treat documents as collections of these word-locations. Now comes
WMD, which helps us measure the distance between documents. It considers how
much "effort" it takes to move the words in one document to match the words in
another. Documents with similar meanings will have a smaller WMD, as their word-
locations are naturally closer. Here’s an analogy: Imagine documents as grocery
lists. Word2Vec assigns each ingredient (word) a position in a giant supermarket
(embedding space). WMD then tells us how much walking we need to do (distance)
to get all the ingredients on one list (document) to match the other.

This approach allows us to leverage pre-trained word embeddings, which are like
pre-made shopping lists for words. They capture the relationships between words
and save us time (training) when working with documents [113].

Figure 3.2 shows an illustrative example on how to use WMD to capture the
distance between two documents.
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Figure 3.2 – An illustration of the WMD measures the distance be-
tween two documents [113].

3.3.4.2 Capturing Word Similarities and Relationships with Word2Vec

Examples made with the model consist of Google News texts, the words that are
similar to each other are represented by close vectors. For example, dog and cat are
represented in the areas close to each other. In addition, relations between words
present close associations also in similar word phrases. Therefore, the relationship
between ‘fast’, ‘faster’ and ‘fastest’ is similar to ‘long’, ‘longer’ and ‘longest’. Using
the model created with Word2vec, the similarities of the words can be reached. In
the model created with Google news, the closest word to ‘Man’ is ‘Woman’ (with a
similarity value of 0.69). In a certain group of words, it can distinguish the irrelevant
word with doesnt_match function. The command doesnt_match (‘blue red green
yellow book’) returns the word ‘book’ in response [114].

3.3.5 Utilizing Transformer Models: The Case of FastText

FastText, unlike many other language models, relies on a unique architectural
paradigm. Here, we outline a three-stage process for enhancing FastText models:
pre-training, post-training, and fine-tuning.

3.3.5.1 Pre-training

The initial training procedure of our proposed FastText enhancement follows the
standard pre-training approach of FastText. FastText is known for its efficiency and
effectiveness in text classification tasks, leveraging subword information to handle
rare and misspelled words. In this stage, FastText is trained on a large general corpus
to create a robust initial model [115].

3.3.5.2 Post-training

Instead of directly fine-tuning the pre-trained FastText model, we introduce a
post-training stage. This stage involves further training the pre-trained FastText
model on a domain-specific or task-specific corpus. This additional training helps
the model adapt better to the nuances and biases of the specific domain, thus en-
hancing its performance on related tasks. The post-training stage updates the model
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Figure 3.3 – A Visual Guide to FastText Word Embeddings [118].

parameters to better align with the intermediate task before moving on to fine-tuning
for the target task [116].

3.3.5.3 Fine-tuning

In the fine-tuning stage, we initialize our enhanced FastText model with the
post-trained parameters. This model is then further fine-tuned using a supervised
dataset specific to the downstream task. Each downstream task thus benefits from a
uniquely fine-tuned model that leverages the domain-specific enhancements made
during the post-training stage. This process ensures that the model is not only pre-
trained on a large general corpus but also specialized through post-training, and
finally, optimized for specific tasks through fine-tuning [117].

3.4 Evaluation Metrics

Performance metrics such as precision, accuracy, recall, and F1-score are com-
monly used to evaluate the effectiveness of similarity evaluation and outlier detec-
tion methods. These metrics are derived from the contingency matrix (also known
as the confusion matrix), which tabulates the true positive (TP), false positive (FP),
true negative (TN), and false negative (FN) predictions [99].

Precision: Precision measures the proportion of true positive predictions among
all positive predictions (TP / (TP + FP)).

Accuracy: Accuracy measures the proportion of correctly classified instances
among all instances ((TP + TN) / (TP + FP + TN + FN)).

Recall (Sensitivity): Recall measures the proportion of true positive predictions
among all actual positive instances (TP / (TP + FN)).

F1-score: F1-score is the harmonic mean of precision and recall, providing a bal-
anced measure of model performance ((2 * Precision * Recall) / (Precision + Recall)).

Employing performance metrics based on the contingency matrix, researchers
and practitioners can gain insights into the strengths and weaknesses of similarity
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evaluation and outlier detection algorithms, facilitating informed decision-making
and algorithm refinement [119].

3.5 Case Studies and Examples

This section presents real-world case studies and examples that highlight the
practical application of similarity evaluation and outlier detection methods across
various domains. Each case study provides insights into how these concepts are
applied in different contexts and the impact they have on decision-making processes.

3.5.1 Related Work

3.5.1.1 Word2Vec: Distributed Representations of Words

1) Efficient Estimation of Word Representations in Vector Space (2013): In 2013,
Tomas Mikolov and colleagues introduced Word2Vec, a groundbreaking method
for learning vector representations of words. This innovation transformed natural
language processing (NLP) by enabling a deeper semantic understanding of text.
Word2Vec comprises two models: Continuous Bag of Words (CBOW) and Skip-
gram. CBOW predicts a target word from its surrounding context words, while
Skip-gram predicts context words from a target word. This approach captures se-
mantic relationships between words, allowing tasks like word analogy and similarity
to be performed with high accuracy [120].

2) Distributed Representations of Words and Phrases and Their Compositionality
(2013): Building on their earlier work, Mikolov et al. extended Word2Vec to handle
phrases and enhance the quality of vector representations. This improvement enables
the model to understand multi-word expressions and idiomatic phrases, further
refining its ability to capture the nuances of human language [120].

3.5.1.2 Word Mover’s Distance: Measuring Document Similarity

From Word Embeddings to Document Distances (2015): In 2015, Matt Kusner
and colleagues introduced the Word Mover’s Distance (WMD), a novel approach
to measuring the semantic distance between documents using word embeddings.
WMD leverages Word2Vec representations to quantify how much one document
needs to "travel" to reach another, in terms of word embeddings. This method excels
in capturing semantic similarities between texts, outperforming traditional distance
metrics in many applications, such as document classification and retrieval.[121]

3.5.1.3 FastText: Efficient Text Classification with Subword Information

Bag of Tricks for Efficient Text Classification (2016): FastText, introduced by Joulin
et al. in 2016, revolutionized text classification with its efficient use of subword infor-
mation. Unlike traditional word embedding methods, FastText represents words as
bags of character n-grams, allowing it to handle out-of-vocabulary words and mor-
phological variations effectively. FastText’s ability to capture subword information
contributes to its success in tasks such as sentiment analysis, topic classification, and
language identification.[122]

Enriching Word Vectors with Subword Information (2017): In their 2017 paper,
Bojanowski et al. delve deeper into the mechanisms behind FastText’s effectiveness
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by enriching word vectors with subword information. They propose a method
to incorporate character-level information into word embeddings, enhancing the
model’s ability to capture semantic and morphological similarities between words.
This enhancement further solidifies FastText as a powerful tool for text classification
and related tasks.[123]

3.6 Conceptual Workflow for Text Similarity Analysis

We first start with a presentation of the workflow shown in Figure 3.4.

3.6.1 Data Loading and Preprocessing

a) Dataset Preparation: The process begins with preparing the dataset, which con-
sists of a collection of text documents. If the dataset is stored in a JSON file, the data
can be loaded from this file. Each line in the JSON file should contain an object with
a ’text’ field that holds the document’s content. This step ensures that all necessary
data is available for further processing.

b) Preprocessing Text: Once the dataset is loaded, the next step involves prepro-
cessing the text data to ensure it is clean and consistent for analysis. The prepro-
cessing function handles several tasks: converting all text to lowercase to maintain
uniformity, tokenizing the text into individual words or tokens, removing common
stop words (such as "the", "a", "an"), eliminating punctuation and digits, and lemma-
tizing the tokens to reduce words to their base forms (e.g., "running" to "run"). These
steps help in reducing noise and focusing on the meaningful content of the text.

After defining the preprocessing steps, they are applied to each document in the
dataset. This results in a collection of preprocessed documents where each document
is represented by a list of cleaned and standardized tokens. This preprocessed dataset
serves as the input for training the text similarity models.

3.6.2 Word2Vec and FastText Model Training

a) Training Word2Vec Model: Using the preprocessed dataset, a Word2Vec model
is trained to generate word embeddings. This model captures the semantic relation-
ships between words based on their context in the text. The training involves setting
parameters such as the vector size (dimensionality of the word embeddings), the
window size (the context window for learning word relationships), the minimum
word count (filtering out infrequent words), and the number of worker threads for
parallel processing. The trained Word2Vec model provides a vector representation
for each word in the vocabulary.

b) Training FastText Model: Similarly, a FastText model is trained using the same
preprocessed dataset. FastText extends the capabilities of Word2Vec by considering
subword information, which helps in handling rare and out-of-vocabulary words
more effectively. The training process for FastText involves similar parameters to
those used for Word2Vec. The resulting FastText model also generates word em-
beddings that capture semantic relationships but with enhanced handling of word
morphology.
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Figure 3.4 – Word2Vec/FastText Workflow using WMD to Detect Out-
liers.
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3.6.3 Word Mover’s Distance (WMD) Calculation

Calculating WMD: With both Word2Vec and FastText models trained, the next
step is to calculate the Word Mover’s Distance (WMD) between an input sentence
and each document in the dataset. The input sentence is first preprocessed using
the same steps as the dataset. For each document, the WMD is computed using
the word embeddings from the respective models. WMD measures the minimum
distance required to transform the word distribution of the input sentence to that of
the document. This calculation is performed separately for both the Word2Vec and
FastText models. The minimum WMD value for each model is tracked to identify
the closest match between the sentence and the documents.

3.6.4 Sentence Similarity Evaluation

Based on the calculated WMD values, the similarity between the input sentence
and each document is evaluated. Predefined thresholds are used to categorize the
level of similarity: if the WMD is below a low threshold, the documents are con-
sidered "Highly Similar"; if the WMD is between the low and high thresholds, the
documents are "Somewhat Similar"; and if the WMD exceeds the high threshold, the
documents are "Not Similar". This categorization helps in understanding the degree
of similarity based on the distance metrics provided by the models.

3.6.5 Performance Evaluation

To assess the effectiveness of the similarity evaluation, performance metrics such
as accuracy, precision, recall, and F1-score are calculated. These metrics are based
on a set of labeled sentences that serve as ground truth. The performance evaluation
provides insights into how well the models and similarity thresholds perform in
categorizing text similarity, allowing for potential adjustments and improvements.

3.6.6 Finding Outlier Documents

Finally, the process includes identifying outlier documents that are significantly
different from the input sentence. For each model (Word2Vec and FastText), doc-
uments with WMD values above a high threshold are considered outliers. The
process involves calculating the WMD for each document and the input sentence,
and tracking the closest outlier document (the one with the minimum WMD above
the threshold). This step helps in detecting documents that deviate notably from the
norm, providing valuable insights into anomalies in the dataset.

3.7 Conclusion

This chapter delved into the fundamental concepts of similarity evaluation and
outlier detection. We explored various techniques for measuring similarity and
identifying data points that deviate significantly from the norm. Through compelling
case studies across diverse domains, we witnessed the practical applications of these
methods in recommender systems, fraud detection, anomaly detection, customer
segmentation, and image retrieval.

Our proposed method leverages word embeddings and Word Mover’s Distance
(WMD) to overcome the limitations of traditional similarity measures. Unlike cosine
similarity, which only considers the angle between vectors, WMD accounts for the
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semantic distance between words, providing a richer and more accurate measure of
text similarity. Word2Vec and FastText enhance this approach by generating word
embeddings that capture the contextual meaning of words, improving the robustness
of similarity evaluation.
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Chapter 4

Implementation

4.1 Introduction

In this chapter, we’re diving into the practical side of our text similarity and outlier
detection system. We’ll translate our theoretical framework and methodologies into
action, bridging the gap between concept and real-world application.

We’ll start by tackling the preprocessing tasks needed to prepare our textual
data for analysis. This involves steps like reading data from JSON files, tokenization,
removing stop words and punctuation, and lemmatizing words to ensure consistency
and quality.

Next, we’ll explore the selection and training of machine learning models. We’ll
focus on Word2Vec for text similarity, training it with our preprocessed dataset.
Additionally, we’ll incorporate FastText embeddings to deepen our understanding of
text similarity, evaluating each model’s effectiveness in capturing semantic meaning.

Once the models are trained, we’ll delve into measuring text similarity and detect-
ing outliers. We’ll use the Word2Vec model to calculate the Word Mover’s Distance
(WMD) and explore how FastText embeddings combined with WMD enhance our
analysis.

To wrap up, we’ll implement a user-friendly interface using Tkinter. This in-
terface will allow users to upload data, process it, and visualize results seamlessly.
With detailed explanations and code snippets, this chapter serves as a comprehen-
sive guide to the implementation process, addressing challenges and presenting
solutions. By the end, readers will have the knowledge to replicate or extend our
system with confidence.

4.2 System Architecture

4.2.1 Development Environment

4.2.1.1 Hardware Configuration

— Processor: AMD Ryzen 5 5600G with Vega 7 Graphics

— Memory: 16GB DDR4 RAM

— Storage: 500GB NVMe SSD

4.2.1.2 Software Framework

In order to develop our system, we used a set of software tools and frameworks
that facilitate efficient coding, debugging, and execution of our machine learning
models.
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Figure 4.1 – Essential Libraries.

a) Operating System: The implementation was carried out on a Windows 10 op-
erating system. However, the described setup and code are compatible with other
operating systems, such as Linux and macOS, with minimal adjustments.

b) Python Programming Language: It is an open source program language, easy
and convenient to use. It is important that nothing needs to be compiled for the
function. Python allows the programmers to focus on the font that appears on the
screen that does not use the font. so, these programs are available at the lowest
temperatures in a foreign language.

c) Anaconda Distribution: Anaconda was used as the primary package manager
and environment management tool. It simplifies the installation of necessary libraries
and ensures that dependencies are properly managed.

4.2.1.3 Integrated Development Environment (IDE)

a) Visual Studio Code (VS Code): VS Code was used as the main IDE for writing
and debugging code. Its extensions for Python, such as the Python extension by
Microsoft, provide powerful features for coding, testing, and debugging.

b) Python Libraries and Frameworks: Several libraries (Figure 4.1) were utilized
to facilitate different aspects of the implementation:

- Natural Language Toolkit (NLTK): For text pre-processing tasks such as tok-
enization, stop words removal, and lemmatization.

- Gensim: For training and utilizing the Word2Vec model.

- Scikit-learn: For calculating evaluation metrics such as confusion matrix, accu-
racy, precision, recall, and F1 score.

- Tkinter: For creating the graphical user interface.

c) Data Storage : JSON files were used to store and manage textual data. This
format is lightweight and easy to parse in Python, making it suitable for our needs.
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4.2.2 System Workflow

The system follows a structured workflow, starting from data loading to model
training and evaluation, and finally presenting the results through a user interface.

a) Data Loading: Textual data is loaded from JSON files. Each document is ex-
tracted and stored for further processing.

b) Data Pre-processing: The loaded data undergoes several pre-processing steps
to ensure quality and consistency: Tokenization, Stop words removal, Punctuation
removal, Lemmatization.

c) Model Training:

1. Word2Vec Model: Trained on the preprocessed dataset to generate word em-
beddings.

2. FastText Model: Utilized for generating deep contextual embeddings of sen-
tences.

3. Similarity Measurement and Outlier Detection: Word Mover’s Distance
(WMD) calculated using Word2Vec embeddings to measure text similarity.

d) User Interface: Developed using Tkinter, the interface allows users to: Upload
data ,Process the data ,View similarity measurements ,Detect outliers ,Display eval-
uation metrics

4.2.3 Data Preparation

4.2.3.1 Data sources and collection methods

Since we are working on a new idea, suitable datasets for our work are almost
unavailable. After extensive searching, we were able to find the following:
yelp_academic_dataset_tip: This dataset is a subset of Yelp’s data, originally com-
piled for the Yelp Dataset Challenge. This challenge provides students with an
opportunity to conduct research or analysis on Yelp’s data and share their findings.

Additionally, we created two datasets: one for film and another for computer
science.

Each dataset consists of similar documents and some outlier documents, with
each document labeled as either 0 (similar document) or 1 (outlier document). This
labeling is essential for evaluation purposes.

For each dataset, we created numerous external documents with their respective
labels. These external documents are used to test the datasets and incorporate them
into the ratings calculation.

4.2.3.2 Data preprocessing steps

To prepare the textual data for further processing, several pre-processing steps
are performed as shown in Figure 4.2.

a) Reading Data: The data is read from JSON files which contain the raw textual
data.
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Figure 4.2 – Data preprocessing steps.

b) Tokenization: The text is converted to lowercase to maintain uniformity.
The text is tokenized into individual words. Tokenization involves splitting the

text into smaller units called tokens, typically words.

c) Removing Stop-Words and Punctuation: Stop words (common words like ’the’,
’is’, etc., that do not contribute much to the meaning) are removed. Punctuation
marks are also removed as they do not contribute to the text’s semantic meaning.

d) Lemmatization: Words are lemmatized to convert them to their base or root
form. This helps in reducing inflectional forms and derivationally related forms of a
word to a common base form. For example, ’running’ is lemmatized to ’run’.

Hereafter is the explanation of the preprocessing Python code:

- Tokenization: word_tokenize(text.lower()): Tokenization is the process of break-
ing down text into individual words or tokens. In the provided code, the text is first
converted to lowercase using text.lower(), and then word_tokenize is applied to split
the text into tokens. This step is crucial for further text processing tasks as it helps in
analyzing the text at the word level.
- Lowercasing: text.lower(): Lowercasing converts all characters in the text to low-
ercase. This step ensures that the text is uniform, eliminating discrepancies between
words that are capitalized and those that are not. For example, ’Dog’ and ’dog’
would be treated as the same token after lowercasing.
- Stopword Removal: token not in stop_words: Stopwords are common words (e.g.,
’the’, ’is’, ’in’) that usually do not contribute significantly to the meaning of a text.
Removing stopwords helps reduce the dimensionality of the data and focus on more
meaningful words. In the code, tokens that are in the set of predefined stopwords
are excluded from further processing.
- Punctuation Removal: token not in string.punctuation: Punctuation marks do not
carry significant meaning in most text analysis tasks. The code ensures that tokens
which are punctuation marks are removed from the text. This helps in cleaning the
text and focusing on the actual words.
- Lemmatization: lemmatizer.lemmatize(token): Lemmatization is the process of
converting words to their base or root form. For instance, ’running’ is converted to
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Figure 4.3 – Training the Word2Vec model.

’run’, and ’better’ is converted to ’good’. This helps in reducing different forms of a
word to a single representation, thereby simplifying the text data.
- Digit Removal: not token.isdigit(): Digit removal ensures that numeric characters
are excluded from the text. This step is often necessary when numerical values do
not contribute to the analysis or are irrelevant to the text processing task.
- Stopword Filtering: Handled as part of the initial filtering of tokens: As mentioned
in step c, stopword filtering is integrated into the token filtering process. Tokens that
match any of the stopwords are removed from the list of tokens during initial filtering.
- Storage of Preprocessed Data: self.preprocessed_data.append(preprocessed_document)
after processing each document, the preprocessed data (i.e., the list of cleaned and
tokenized words) is stored in self.preprocessed_data. This ensures that the processed
text is saved for further analysis or model training.

4.3 Implementation of Text Similarity Using Word2Vec

In this project, Word2Vec is leveraged to measure the similarity between texts.
By training a Word2Vec model on the preprocessed data, we can transform words
into vectors and compute the similarity between different texts using metrics like
the Word Mover’s Distance (WMD). This approach enables accurate detection of
similar texts and outliers within the dataset, making it a critical component of the
Text Similarity and Outlier Detection application.

4.3.1 Training the Word2Vec Model

Once the data is preprocessed, the next step is to train the Word2Vec model.
The model learns to generate vector representations of words based on their context
within the training data. The trained model can then be used to compute text
similarities. Figure 4.3 shows how to train and save the Word2Vec model.
a) Check for Data: Ensures that JSON dataset is loaded before proceeding.

b) Preprocess Dataset: Calls the preprocess_dataset method to clean the data.

c) Train Model: Initializes and trains the Word2Vec model using the preprocessed
data.

d) Save Model: Saves the trained model to a file for future use.
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Figure 4.4 – Calculate Word Mover’s Distance.

Figure 4.5 – Saving Wor2Vec Model.

4.3.2 Calculate Word Mover’s Distance

After training the model, the next step is to calculate the Word Mover’s Distance
(WMD) between a given sentence and preprocessed documents in the dataset (Figure
4.4). WMD measures semantic similarity by calculating the minimum cumulative
cost to transform one set of word embeddings into another. The code preprocesses
the input sentence through tokenization, lowercasing, and filtering out stop words,
punctuation, and digits. If the sentence is empty after preprocessing, it returns
infinity. The function then iterates through each preprocessed document, computes
the WMD.

4.3.3 Saving and Loading the Trained Model

To ensure the trained Word2Vec model can be reused without retraining, it is
saved to a file after training. The saved model can be loaded later for further
analysis.

Figures 4.5 and 4.6 show how to load and save a trained model, respectively.

4.4 Implementation of Text Similarity Using FastText

After finishing the Word2Vec code , we start with another method "FastText", and
we kept all the functionality. The only addition is the training of FastText.

The function shown in Figure 4.7 checks for JSON data, preprocesses the data,
trains the FastText model, saves the model, and displays a success message.

4.5 Outlier Detection

In our project Outlier detection is crucial for several reasons . We mention some
of them here:

Figure 4.6 – Loading word2vec.
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Figure 4.7 – Processing Data and Training FastText Model.

Figure 4.8 – Outlier Detection from Sentences.

a) Data Quality: Outliers can indicate errors or anomalies in data collection, tran-
scription, or entry. Detecting these outliers helps maintain the integrity and accuracy
of the dataset.

b) Analysis Accuracy: Outliers can distort statistical analyses and machine learning
models. Removing or properly handling outliers ensures more reliable and valid
analytical outcomes.

c) Identifying rare events: in some cases, outliers may represent rare but significant
events or phenomena that require further investigation.

d) Domain-Specific Insights: Outliers can reveal unexpected patterns or trends
specific to your field of study. Analyzing these outliers can lead to new discoveries
and a deeper understanding of the underlying processes at play in your data.

4.5.1 Outlier Detection from Sentences

After uploading the sentences and training the model and calculate the distance,
we now start to check if the sentence is outlier or similar. These are the two thresh-
olds used to categorize the similarity: Values less than 0.9 are considered "Very
Similar", values between 0.9 and 1.2 are "SomhowSimilar", and anything above 1.2
is considered "Not Similar".

Figure 4.8 illustrates this operation.
Sometimes we encounter sentences that are somewhat similar—too similar to be

classified as outliers but not similar enough to be clearly considered similar. When
the distance falls between 0.9 and 1.2, it led us to create the following section.
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Figure 4.9 – Refind Similarity.

4.5.2 Refining Sentence Similarity Analysis for "Somewhat Similar" Cases

For we can say to that kind of documents if it’s similar or outlier, we need to
calculate the distance between him and the similar sentences and combine it with
the last distance and we divide them by 2, as shin in Equation 4.1.

Dcombined =
Dinitial + Drefined

2
(4.1)

a) Initial Distance (Dinitial): This is the initial measure of how far the sentence is from
the documents in the training set. It is calculated using the Word Mover’s Distance,
which measures the dissimilarity between two sets of words.

b) Refined Distance (Drede f ined): To get a more precise measure of similarity, we
compute the distance between the "Somewhat Similar" sentence and the most simi-
lar sentence within the training set. This minimum distance is the closest match in
terms of similarity.

c) Combined Distance (Dcombined): By averaging the initial distance and the refined
minimum distance, we obtain a more accurate representation of similarity. This
combined distance helps in making a more informed decision about whether the
sentence is truly similar or an outlier.

By refining the sentence similarity analysis, we enhance the accuracy, sensitivity,
and robustness of our text classification, ensuring more reliable and meaningful
results. This process helps us make more informed decisions about the similarity
and outlier status of sentences, ultimately improving the quality of our text analysis
, as shown in Figure 4.9.

4.5.3 Identify Anomalies in Dataset

We have also included some outliers in the datasets and this is for detect them,
as shown in Figure 4.10. This method ensures that the identified outliers are those
that are genuinely different from the majority of the dataset, which helps maintain
the integrity and quality of the data for further analysis or processing.



4.6. User Interface (UI) Development 51

Figure 4.10 – Find outlier from dataset.

4.6 User Interface (UI) Development

The tkinter package (“Tk interface”) is the standard Python interface to the Tcl/Tk
GUI toolkit. Both Tk and tkinter are available on most Unix platforms, including
macOS, as well as on Windows systems [122].

The interface consists of a set of buttons and a space showing results, as shown
in Figure 4.11.

a) Load JSON File Button: This button allows users to load a JSON file containing
textual data. Upon clicking, it opens a file dialog where users can select the JSON file
from their system. The loaded data is then parsed and stored for further processing.

b) Process Data Button: This button triggers the preprocessing of the loaded textual
data. It includes steps like tokenization, stopword removal, and lemmatization. Ad-
ditionally, it generates embeddings for the preprocessed text using either Word2Vec
or BERT models.
c) Check Similarity Button: This button allows users to check the similarity of in-
put sentences against the preprocessed dataset. Users can input sentences, and the
system will evaluate and display their similarity scores relative to the dataset.

d) Find Outliers Button: This button identifies and displays outlier documents in
the dataset using the model. Outliers are documents that significantly differ from
the rest of the dataset based on their embeddings.
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Figure 4.11 – Main User Interface of the Developed Application.

e) Load Sentences and Labels Button: This button allows users to load a file con-
taining sentences and their corresponding labels. These files are used for evaluating
the similarity detection accuracy.

f) Show Evaluations Button:
This button evaluates the similarity detection system’s performance using loaded
sentences and labels. It calculates and displays various evaluation metrics such as
confusion matrix, accuracy, precision, recall, and F1 score.

4.6.1 Results Examples

a) Detecting Outlier From Sentences:
As shown in Figure 4.12, for each sentence, the application provides:

- Sentence: The actual text of the sentence being evaluated.

- Distance: The calculated distance (Word Mover’s Distance, WMD) between the
sentence and the dataset.

- Similarity: A label indicating how similar the sentence is to others, along with
a percentage score.

b) Correcting the Documents of Somehow Similar:
The highlighted sentence about robotics shown in Figure 4.13, is identified as

somewhat similar but not highly related to the dataset. After applying the formula
shown in Equation 4.1, Refining Sentence Similarity Analysis for "Somewhat Similar
Cases" we can now know that the SomwhatSimilar sentence is similar or outlier.

a) Find Outlier From Dataset:
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Figure 4.12 – Detecting Outliers among Sentences.

Figure 4.13 – Correcting the Classification of Documents with Some-
what Similarity.
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Figure 4.14 – Identifying Outliers in the Dataset.

As shown in Figure 4.14, this button runs the algorithm to identify outliers based
on predefined criteria. In this context, outliers are documents that have a significantly
different semantic content compared to the rest of the dataset, as measured by the
Word Mover’s Distance (WMD).

4.7 Evaluation Metrics

Discussion on how these metrics help in assessing the performance of the models:

a) Accuracy gives a general overview of the model’s performance but can be mis-
leading in cases of imbalanced datasets where one class might dominate. It is best
used when the cost of false positives and false negatives is roughly the same.

b) Precision is critical when the cost of false positives is high. For instance, in a spam
detection system, precision would tell us how many of the messages flagged as spam
are actually spam.

c) Recall is important when the cost of false negatives is high. For example, in a
disease detection system, recall would tell us how many of the actual disease cases
were correctly identified.

d) F1 Score provides a balance between precision and recall, especially useful when
there is an uneven class distribution or when both false positives and false negatives
carry significant costs.

Example: Figure 4.15 shows how these metrics indicate how well the model can
identify outlier documents versus normal ones and classify different types of text data
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Figure 4.15 – Evaluation Metrics

accurately. The confusion matrix helps diagnose which classes are being confused
the most, guiding further improvements in the model.

4.8 Conclusion

In this chapter, we have provided a comprehensive overview of the implemen-
tation process for our text similarity and outlier detection system. We began by
discussing the system architecture, detailing the development environment, soft-
ware frameworks, and integrated development environment (IDE) used.

We then delved into the data preparation phase, where we outlined data sources,
collection methods, and the preprocessing steps necessary to clean and homoge-
nize the textual data. This included tokenization, stop-word removal, punctuation
removal, and lemmatization.

The implementation of text similarity using Word2Vec and FastText models was
thoroughly covered, including model training, calculation of Word Mover’s Distance
(WMD), and the process of saving and loading trained models. We also explored
outlier detection methods, such as identifying outliers from sentences, refining sim-
ilarity analysis for "somewhat similar" cases, and detecting anomalies in the dataset.

Furthermore, we discussed the development of the user interface (UI) using Tk-
inter, which provides users with an intuitive and interactive experience. Results
examples were provided to demonstrate how the UI displays similarity scores, iden-
tifies outliers, and evaluates model performance using various metrics.
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General Conclusion

The research presented in this project highlights the efficacy of advanced word
embedding techniques, specifically Word2Vec and the Word Mover’s Distance (WMD),
in detecting outliers within textual datasets. Through the generation of dense vector
representations and the application of WMD, the project successfully identifies doc-
uments that exhibit significant deviations from the norm, showcasing their potential
as outliers.

The experiments conducted on benchmark datasets validate the approach, demon-
strating its capability to accurately and efficiently detect anomalies. This methodol-
ogy’s strength lies in its ability to handle semantic richness and provide a detailed
measure of document similarity. As such, it offers a valuable tool for various appli-
cations, including fraud detection, cybersecurity, and healthcare, where identifying
anomalies is crucial.

Future work may explore integrating additional machine learning techniques
to further enhance outlier detection capabilities, ensuring more comprehensive and
accurate results.
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