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Abstract

Melanoma is a very aggressive form of skin cancer. Diagnosis by dermatologists
is based on a thorough clinical examination, dermatoscopy and, if necessary, a biopsy
with histopathological analysis. Early diagnosis is crucial for effective treatment and a
favourable prognosis. A computer-assisted diagnostic procedure is more objective and re-
liable than expert human diagnosis, which is subjective and not necessarily reproducible.
Machine learning and image processing techniques have been widely used for the auto-
mated diagnosis of cutaneous melanoma. More recently, deep learning techniques are
being used more and more and are giving better results, especially with convolutional
neural network models.

The rarity of melanoma cases and concerns about data privacy are major obstacles
to creating balanced datasets for the automatic diagnosis of melanoma.

In this work, we propose a melanoma detection system based on deep learning
techniques. In this system, we address the issue of dataset imbalance in skin data. To
this end, we propose using a rebalancing technique by subdividing the database into
balanced subsets to reduce bias towards the non-melanoma class. Then, we leverage
transfer learning, using the ResNet50 model as the base model.

In the final phase of the proposed system, which involves classification and decision-
making, we tested several machine learning techniques, namely SVM, XG-Boost, logistic
regression, and voting techniques: the average voting method and the weighted voting
method. Each model was trained and evaluated separately, achieving an accuracy of
81%. After combining the decisions, the best results were obtained through weighted
voting, with 87.73%, 86.07%, 90%, and 88.01% for precision, accuracy, recall, and F1
score, respectively. Based on these results, the weighted voting technique balanced the
predictions and significantly reduced biases. The system proved to be more reliable and
accurate, capable of providing effective computer-aided diagnosis in medical practice.

Keywords: CNN, Melanoma, Deep learning , balancing technique, ResNet50.



Résumeé

Le mélanome est une forme de cancer de la peau trés agressive. Le diagnostic par
les dermatologues repose sur un examen clinique approfondi, une dermatoscopie et, si
nécessaire, une biopsie avec analyse histopathologique. Un diagnostic précoce est crucial
pour un traitement efficace et un pronostic favorable.

Une procédure de diagnostic assistée par ordinateur est plus objective et fiable qu'un
diagnostic humain d’expert, qui est subjectif et pas nécessairement reproductible. Les
techniques d’apprentissage automatique et de traitement d’images ont été largement util-
isées pour le diagnostic automatisé du mélanome cutané. Plus récemment, les techniques
d’apprentissage profond sont de plus en plus utilisées et donnent de meilleurs résultats,
notamment avec des modeéles de réseaux de neurones convolutifs.

La rareté des cas de mélanome et les préoccupations relatives a la confidentialité des
données constituent des obstacles majeurs a la création d’ensembles de données équilibrés
pour le diagnostic automatique du mélanome.

Dans ce travail, nous proposons un systéme de détection de mélanome basé sur des
techniques d’apprentissage profond. Dans ce systéme, nous visons la problématique du
déséquilibre des ensembles de données sur la peau. A cette fin, nous proposons d’utiliser
une technique de déséquilibrage en subdivisant la base de données en sous-ensembles
équilibrés afin de réduire le biais vers la classe des non-mélanomes. Ensuite, nous ex-
ploitons 'apprentissage par transfert, o le modéle ResNet50 a été utilisé comme modéle
de base.

Dans la derniére phase du systéme proposé, qui est la classification et la décision,
nous avons testé plusieurs techniques d’apprentissage automatique, a savoir SVM, XG-
Boost, la régression logistique et les techniques de vote : la méthode de vote moyen et la
méthode de vote pondéré. Chaque modeéle a été formé et évalué séparément, leur précision
atteignant 81 %, et aprés fusion des décisions, les meilleurs résultats ont été obtenus par
le vote pondéré avec 87,73 %, 86,07 %, 90 %, 88,01 % pour la précision, I'exactitude, le
rappel et le score F1, respectivement. Au vu des résultats, la technique de dépondération
a permis d’équilibrer les prédictions et de réduire considérablement les biais. Le systéme
s’est avéré plus fiable et plus précis, capable de fournir un diagnostic assisté par ordinateur
efficace dans la pratique médicale.

Mots-clés : CNN, Mélanome, Apprentissage profond, Technique d’équilibrage,
ResNet50.
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Introduction

Melanoma is a type of skin cancer that originates in melanocytes and develops
to invade neighbouring cells and reach various other organs in the body via lymphatic
channels. Melanoma accounts for 1% of all cases of skin cancer. Although melanoma
is considered a rare tumour, it receives a great deal of attention because it is the most
aggressive skin tumour. Diagnosed at its final stage, the survival rate falls to 32%, which
is considered fatal for patients. Although doctors have abandoned naked-eye examination
in favour of imaging techniques, the accuracy of melanoma diagnosis generally does not
exceed 77%, and the rate varies according to the inexperience of the doctor.

Artificial intelligence is opening up new opportunities in the field of medical diag-
nosis, particularly for melanoma. Deep learning techniques, such as convolutional neural
networks, are powerful tools for developing accurate automatic diagnostic systems. How-
ever, their performance is highly dependent on the quality and quantity of the data used to
train them. In particular, data imbalance, i.e. the over-representation of non-melanoma
tumour images compared with melanoma images, poses a major challenge to accurate
model training. In fact, skin cancer databases generally contain a limited number of
melanoma images, often less than 4,000, due to the rarity of this disease and restrictions
linked to patient confidentiality. This imbalance can lead to biased models that favour
the majority class (non-melanoma tumours) and neglect the minority class (melanoma),
thus reducing their performance in detecting melanoma cases.

The aim of this study is to develop a melanoma detection system that is robust
against unbalanced data. To do this, we propose an approach based on subdividing the
database into balanced subsets, each of which is trained in a separate deep learning model.
This strategy allows the models to focus on the specific features of the melanoma images
and improves their ability to discriminate suspicious lesions. Finally, we use decision
fusion techniques to combine the predictions of different models and arrive at a more
accurate and reliable final decision.

This master’s thesis is structured in four chapters, with a general introduction and
a general conclusion. The chapters are organized consistently to explore deep melanoma
detection using deep learning.

The first chapter provides an overview of skin cancer and melanoma, its types,
location in the skin and risks. The different types of melanoma, their location in the
skin and the risk factors associated with their development are explored. In addition,
the traditional diagnostic methods and imaging techniques used to identify melanoma are
reviewed. Finally, the available databases for evaluating melanoma detection algorithms
are reviewed.



The second chapter is devoted to deep learning, by investigating the fundamental
concepts of convolutional neural networks, their architecture, layers and hyperparameters.
This is followed by a review of existing deep learning models and an overview of the
literature on melanoma detection using these techniques.

The third chapter presents our melanoma detection system, describing in detail
the proposed methodology for solving the database imbalance problem and providing a
detailed explanation of each phase of the system.

The fourth chapter is focused on the implementation and evaluation of our melanoma
detection system. It describes the database used, the database division process and the
training of the deep learning models. The system’s performance is then evaluated using
relevant evaluation metrics, and the results obtained are discussed. Finally, the limitations
of our approach are discussed and avenues for future research are proposed.

Melanoma Detection System Using Deep Learning Techniques 2



Chapter 1

Melanoma Skin Cancer

1.1 Introduction

Skin cancer is divided primarily into three types: Squamous Cell Carcinoma (SCC),
Basal Cell Carcinoma (BCC), and melanoma. Melanoma is the most fatal, causing around
55,000 deaths a year. Early identification of this disease not only spares patients the
unpleasant procedure of biopsy, but also increases the patient’s chances of survival.

This chapter provides a broad overview of melanoma, with the first section covering
skin cancer and its various types, followed by a focus on melanoma. In the second part
of the chapter, we discuss the imaging techniques used to diagnosis tumors and explain
the diagnostic algorithms generally used.

The chapter concludes with a study of skin cancer databases that are freely available
for testing Learning Machine Models for Melanoma Classification.

1.2 Skin

Human skin as the largest organ in the human body is considered the primary
defender and recipient of bruises for the body’s organs against external threats. It acts
as an insulating dinner from heat, sun, microbes, etc (Dwivedi et al., 2022).

The skin consists of layers on top of each other as illustrated in the Figure 1.1,
including the two main layers: the epidermis and the dermis, these layers are defined as
follow (Sheard, 2021) :

1.2.1 Epidermis

The outer layer of the skin, it is characterized by being a thin layer and is divided
into three basic types of cells :

e a) Squamous cells

The top layer of the epidermis is composed of tightly packed flat cells called squa-
mous cells, making it the thickest layer, this property imparts impermeability to the
skin.
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e b) Basal cells

They are block-like cells located beneath the squamous cells and form a basement
membrane. They are responsible for producing new skin cells, then pushing the old
ones towards the surface of the skin, where these old cells die and are sloughed off.

e c) Melanocytes cells

They are called melanocytes or pigment cells because they are the cells responsible
for skin coloration. They are located between the basal cells and their function is
to increase the production of melanin when the skin is exposed to ultraviolet rays
in order to protect it from burns.

1.2.2 Dermis

The dermis is a skin layer of fibrous tissue located beneath the epidermis and con-
taining hair roots, blood vessels, nerves, and lymphatic vessels. All of these elements are
stabilized by collagen and proteins that ensure skin elasticity (Sheard, 2021).

Epldem'ns—[ F

Dermis 1 65'
o ‘t 3

Hypodermis+ =3 .

Figure 1.1: The major layers of the skin (MedlinePlus, 202/).

1.3 Cancer

The human body is composed of microscopic cells responsible for the functions of
the body. During the life cycle of the cell, it grows and divides, then reaches a certain
limit and dies according to a controlled mechanism. These cells contain genetic material
responsible for growth and division, and when a defect occurs at their level (mutation),
The cell loses control and continues to divide, forming an abnormal growth called a tumor
(Dwivedi et al., 2022).

A tumor is considered benign, if it does not attack nearby tissues or other parts of the
body,Its growth stops at a certain size and is considered fairly controlled and removed with

Melanoma Detection System Using Deep Learning Techniques 4
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surgery. But if the tumor invades and destroys neighboring cells, is labeled malignant or
cancerous, which makes it life-threatening, unlike the first (Frederick O. Stephens, 2015),
the difference is illustrated in the Figure 1.2.

Benign Tumor Malignant Tumor

oo

Cells are not cancerous and . Cells are cancerous and
won’t spread. can spread to other tissues
and organs.

Figure 1.2: Malignant tumor Vs Benign tumor (Verywell Health, 2023).

1.4 Skin cancer

1.4.1 Definition

Cancer cells are characterized by their spread to adjacent tissues and organs and
continue to spread uncontrollably (Frederick O. Stephens, 2015). Cancer is named ac-
cording to its origin, and more precisely the place where it begins to appear, even if it
spreads to the rest of the body’s organs .

In this context, we can define skin cancer as follows: Skin cancer is a lesion or
malignant tumor that begins in skin cells through uncontrolled growth (Sheard, 2021).

1.4.2 Types

Because the skin consists of several layers, skin cancer can form in the cells of one
of these layers, and it is divided into two basic categories, illustrated in the Figures 1.3
and 1.4, and classified in the Table 1.1, The cells categories are defined as follows:

Melanoma Detection System Using Deep Learning Techniques 5
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Tumor Tumor

Types Classification Sub-Types

Melanocytic nevus

Solar lentigo (SL)

Benign Tumors | Seborrheic keratosis (SK)
Dermatofibroma (DF')
Vascular lesion (VASC)
Pre-cancerous | Actinic keratosis (AK)

Basal Cell Carcinoma (BCC)

Non-Melanoma

Malignant Squamous Cell Carcinoma (SCC)
Superficial Spreading Melanoma
Melanoma Malignant Nodular Melanoma

Lentigo Maligna Melanoma
Acral Lentiginous Melanoma

Table 1.1: Classification of Tumor Types.

e a) Basal Cell Carcinoma (BCC) : The first common type of skin cancer, ac-
counting for sixty-six percent of them. This type begins to appear in the basal cells
of skin exposed to the sun for long periods of time, and the probability of contract-
ing it increases with age, so its spread does not usually occur in younger age groups.
From the age of forty.

— Appearance: Often manifests on the skin as small gray sometimes pink spots
or skin ulcers.

— Location: Appears on sun-exposed skin, particularly on the face, followed by
the neck, forearms, and back of the hands.

— Growth and Spread: Characterized by slow growth, limited spread, and a
rare possibility of spreading to the lymph nodes and nearby tissues.

— Risk Factors: Due to its painless and slow-spreading nature, neglecting treat-
ment poses a life-threatening risk and erosion of tissues adjacent to the tumor
site.

e b) Squamous Cell Carcinoma (SCC): This type constitutes approximately 33
percent of skin cancers, making it the second most prevalent type after basal cell
carcinoma (BCC), It originates from squamous cells and commonly associated with
skin that has been chronically exposed to prolonged sunlight. In its early stages,
it is referred to as Bowen’s disease or intra-epidermal cancer when located in the
uppermost layer of the skin, SCC is also called invasive SCC if Invaded the membrane
of basal cells.

— Appearance: frequently manifests on the skin surface as a small, crusty lump
or may present as a skin ulcer. The (SCC) typically exhibits a red coloration
and is painful to touch.

— Location: It is located in areas exposed to the sun, specifically the face, nose,
chin, and lower lips, in addition to the back, neck, hands, and lower legs.

— Growth and Spread: It is characterized by rapid growth and the ability to
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spread to neighboring tissues and lymph nodes.

— Risk Factors: Prolonged exposure to the sun and neglecting early exam-
ination of the tumor can result in its progression to bleeding, painful, and
potentially life-threatening ulcers.

e c) Melanoma : These are cancerous tumors that begin in melanoma cells It con-
stitutes the lowest percentage of skin cancers, with a percentage ranging between
1-2 percent.

Squamous cells

Basal cells Normal epidermis

Melanocytes

Basal cell Melanoma
carcinoma

Squamous cell
carcinoma

=

Epidermis

Dermis

Figure 1.3: The impact of skin cancer presence: (a) illustrates the normal epidermis;
(b) depicts the three types of skin cancer (Moscow Clinical Scientific Center, 202/).

Basal Cell Carcinoma Squamous Cell Carcinoma Melanoma

Figure 1.4: Images of actual skin cancer lesions illustrating the three primary
types:Squamous Cell Carcinoma,Basal Cell Carcinoma, Melanoma (Science Photo
Library, n.d.).

1.4.3 Benign skin spots
e a) Melanocytic nevus

The melanocytic nevus, commonly referred to as a mole or naevus, is prevalent
among individuals with diverse skin tones. It is defined as skin growths resulting
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from the growth of melanocytes, these growths may arise due to genetic factors or
excessive exposure to sunlight during childhood, potentially leading to an increase
in their presence (Sheard, 2021) :

— Classification : benign and harmless skin spot.

— Appearance: Its shape commonly appears oval or round, and it can be black,
brown, pink, or match the skin color.

— Location :it can be found anywhere on the body.
e b) Actinic keratosis

Commonly referred to as sunspots, actinic keratoses, or solar keratoses, these are
considered precancerous lesions that appear in individuals of all ages but are more
prevalent in those older than 40 due to prolonged sun exposure (Sheard, 2021):

— Classification : Pre-cancerous.

— Appearance: Appear in the form of spots of the same skin color or redder,
with a rough texture, flat, and scaly.

— Location : It commonly appears in areas of the body that are frequently
exposed to the sun, such as the head, neck, hands, forearms, and legs.

e c¢) Benign keratosis
1. Solar lentigo

Solar lentigo (SL),This benign tumor is commonly known in books and articles
under names such as age spots or senile lentigo, senile lentigines , or as mottled
pigmentation. This type begins to appear with age because it is closely linked
to skin aging ,due to genetic factors such as heritability and chronic exposure
to ultraviolet radiation (UVR) (Hasegawa et al., 2015)(J. C. Kim et al., 2022):

— Classification : Benign tumor (Hodgson, 1963).
— Appearance: It appears in the form of spots darker than the skin color,

which can be brown or dark brown (Hodgson, 1963).

— Location : Any area of the human body that is exposed to a lot of sun
is vulnerable to this type, especially the face, shoulders, and upper back
(Hasegawa et al., 2015).

2. Seborrheic keratosis

Seborrheic keratosis (SK), also commonly known in books and resources under
names such as verruca seborrhoeica, seborrheic or senile wart, and verruca
senilis. It is more common in age groups over the age of 30, due to genetic
factors.

— Classification : Noncancerous or, in other words, benign.

— Appearance: They take the form of multiple well-circumscribed lesions
and have a relatively greasy, warty, or even velvety texture, with their color
ranging from yellow to dark brown.
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— Location : The possibility of its appearance includes all areas of the body,
especially the most common areas such as the face and upper torso, with
the exception of the palms and soles.

e d) Dermatofibroma

Dermatofibroma (DF), It usually falls under the following keywords: cutaneous fi-
brous histiocytomas (Chen et al., 2000; Luzar & Calonje, 2010),It commonly appears
in the age group of twenty to fifty years old (J. Higgins et al., 2015).

According to (Chen et al., 2000; J. Higgins et al., 2015; Luzar & Calonje, 2010) his
location,classification and appearance are defined as follow :

— Classification : benign tumor.

— Appearance: The tumor is known as papules or nodules of a dark brown or
reddish color that are darker in the center than at the edges, They are also
characterized by being firm and raised.

— Location : The possibility of its appearance includes any cutaneous in the
human body, but the most common site is the lower extremities.

e e) Vascular lesion

Vascular lesion (Vasc), are heterogeneous illnesses that affect the skin’s blood vessels
and lymphatic systems. They are distinguished by dilatation, proliferation, abnor-
mal development, or growth of blood vessels.It commonly appears in the age group
of 6 to 95 years old (Choi & Oakley, 2021).

— Classification : Benign tumor (Choi & Oakley, 2021; Patel et al., 2012).
— Appearance: Depends on the type (Patel et al., 2012).

— Location : The location of its appearance varies depending on the type of
tumor, as indicated in this study by Patel et al. (Patel et al., 2012), however
it is typically found in the neck, head, extremities, or trunk (Choi & Oakley,
2021).

1.5 Melanoma

1.5.1 Definition

Melanoma is a form of cancer that originates in the cells that produce melanin,
which is the pigment responsible for skin color. Despite not being the most common
form, melanoma is deadly, causing 80% of skin cancer deaths (Penman et al., 2022).

1.5.2 Melanoma’s types

Melanoma’s types are divided into tumors with metastatic potential and those with-
out. The main types with metastatic potential, which is the type of cancer that has the
ability to spread or metastasize to other parts of the body, are presented in the Figure
1.5 and defined as follow:
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Nodular Melanoma Superficial Spreading Acral Lentiginous
Melanoma

Desmoplastic Melanoma

Figure 1.5: Melanoma’s types (Science Photo Library, n.d.).

e a) Superficial spreading melanoma

This subtype accounts for 60% of melanomas, rendering it the most prevalent type.
It typically manifests in individuals under the age of 40 , presenting as brown or
black spots that undergo sudden growth on the skin or arise from alterations in the
color, shape, or size of freckles or moles (Mothoneos, 2023).

It is characterized by the following :
— Appears between the shoulders and hip (Mothoneos, 2023).

— Radial growth - grows horizontally across epidermal and superficial epidermal
planes (Penman et al., 2022).

— Does not reach lymphatics and blood vessels (Penman et al., 2022).
— Exhibits a slow rate of growth (Mothoneos, 2023).
e b) Nodular melanoma

This subtype constitutes 10-15 percent of melanomas, with a higher prevalence
observed in individuals aged 65 and older (Mothoneos, 2023), Additionally, it is the
most frequent subtype in prepubertal cases, occurring in 12 to 34% of cases (Riker,
2018). It manifests in sun-damaged skin as a nodule characterized by a raised,
round shape, firm texture, and distinct color that can be black, brown ,or even red
(Mothoneos, 2023).

It is characterized by the following :
— Appears in sun-damaged skin (Mothoneos, 2023).

— Enters the vertical fast-growth phase early in lesion development (Elder et al.,
1980).

— Spreads rapidly into the lower layer of the skin (Mothoneos, 2023).

— Commonly associated with ulceration and increased thickness (Riker, 2018).
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e ¢) Lentigo maligna melanoma

It constitutes 5 to 15 percent of melanomas, ranking as the third most prevalent sub
type following superficial spread and nodular melanoma (H. 2. Higgins et al., 2015).
It manifests as a an asymmetric, brown-black (H. 2. Higgins et al., 2015) sizable
pigmented spot in individuals aged over 40, particularly among older individuals,
and is attributed to chronic sun damage (Mothoneos, 2023).

It is characterized by the following (H. 2. Higgins et al., 2015)(Mothoneos, 2023):
— Appears in the facial area, specifically on the neck, ears, nose, or cheeks.

— Manifests as a slow-growing lesion capable of penetrating deep into the skin
over the course of years.

— The substantial size poses challenges for effective treatment .
e d) Acral lentiginous melanoma

This subtype is relatively less prevalent, comprising only 1 to 2 percent of
melanomas. It manifests as dull or light-colored spots bearing a striking resem-
blance to bruises, unusual wart. the acral lentiginous melanoma (ALM) occurrence
is most frequently observed in individuals aged over 40 (Mothoneos, 2023).

It is characterized by the following :
— Characterized by slow growth and the capacity to extend deep into the skin.

— ALM development may be contributed to by mechanical stress or trauma, along
with specific genetic factors.

— Predominantly located on acral sites, notably the palms, soles, or under fin-
gernails/toenails.

1.5.3 Diagnostic methods

In diagnosing melanoma, the examination of tumor shape is pivotal, where sev-
eral diagnostic methods rely on discernible symptoms of the tumor, including the follow-
ing:

e a) Pattern analysis

All of the criteria for assessing patterns that separate benign tumors from melanomas
have been sorted. More information is provided in the publication, and the patterns
are organized in a table per tumor type. The criteria considered are stated below
(Pehamberger et al., 1987):

1. The margin of pigmented lesions of the skin (regular, uneven, or with unique
pigment patterns).

2. The study defines the pigmentation pattern (color, intensity, and depigmenta-
tion) as well as specific pigment patterns (pigment network, brown globules,
and black dots).

3. The overall appearance of pigmented skin lesions (uniform or diverse).

4. The outline of the pigmented spots inside the surrounding skin.
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e b) ABCD rule:

The ABCD rule is an abbreviation of the four significant criteria: asymmetry (A),
borders (B), colors (C), and different structural components (D) (Nachbar et al.,
1994) as shown in the Figure 1.6. It follows the pattern analysis and focuses simply
on the four mentioned criteria to classify tumors as malignant or benign (Johr,
2002).

The TDS, or total dermoscopy score, is the sum of the scores assigned to each
criterion. A score below 4.75 is classified as benign, 4.80-5.45 as malignant, and
scores in between are considered precancerous (Johr, 2002; Nachbar et al., 1994).

This method sometimes mistakenly classifies certain lesions, such as melanocytic
nevi, dermatofibroma, ink-spot lentigo, actinic lentigo, etc (Johr, 2002).

Benign Melanoma
Asymmetry Asymmetry

Both sides match other One side does not match other

e

Border: Regular Edges Border: Irregular or Blurred

= .

Colour: consistent Shades Colour: pifferent Shades

Diameter Diameter
Lesion is smaller than 6mm Lesion is larger then 6mm

o v
o A

Figure 1.6: The ABCD Rules method for melanoma diagnosis(Goyal et al., 2019).

e c) 7-point checklist

It’s a point system-based method (Argenziano et al., 1998, 2000). It is divided into
major criteria (with 2 points for each) and minor criteria (with 1 point for each) as
shown in the table 1.2. It is considered less complicated compared to the ABCD rule
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and pattern analysis. If the final score is equal to or greater than 3, it is diagnosed
as melanoma with a sensitivity of 95% (Johr, 2002).

Clinical features Score

Major e Change in size

featdres . Irreguglar shape 2 for each
e Irregular colour

Minor e Largest diameter 7 mm or more

e e Inflammation 1 for each
e Oozing
e Change in sensation

Table 1.2: The 7-point checklist table where A score of 3 or more is regarded as
suspicious (Hall, 20153)

1.5.4 Imaging techniques

An accurate diagnosis is essential for efficient healthcare. It begins with a complete
medical history and examination. If necessary, the patient is referred for medical imaging
(e.g., X-rays, CT (computed tomography), and MRI (magnetic resonance imaging)) (UK
Health Security Agency, 2022).

Dermatological doctors commonly confront circumstances wherein the potential for
multiple diagnoses complexifies the diagnostic process and necessitates undertaking con-
firmatory investigations. This multiple diagnoses problem, appears because of visually
based diagnosis (Sgouros et al., 2018).

To enhance visual diagnosis, the field has shifted from clinicopathologic diagnosis
to an era of clinicoimaging diagnosis, throught out integrating imaging techniques with
clinical evaluations (Robinson & Callen, 2005).

e a) Macroscopy

Clinical or macroscopic images are dermatological images that represent what can be
seen with the naked eye by dermatologists, whether these images are digital or non-
digital, and demonstrate one or more skin lesions on the skin’s surface, providing
a brief description of the lesion’s location on the human body (Jafari et al., 2016;
Pathan et al., 2018).

The capturing of these clinical images may be done under various scales and dis-
tances from the lesions, rendering the lesion analysis more difficult (Pathan et al.,
2018).

e b) Dermoscopy

Dermoscopy, also referred to in medical literature as epiluminescence microscopy,
derma(to)scopy, and trichoscopy, It is a technique that allows dermatologists to
better visualize and analyze the morphological features of skin lesions using skin
examination with a smaller dermatoscope devices ( Figure 1.7 ) that can be either
simple handheld models or more advanced versions with integrated image capturing
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Simpler Models | Advanced Models Contact Based Non-Contact

Models Based Models
- lack ) -h high- luti ) . ) . )
ack a caneta ave high-resofution -better illumination | Avoid cross-infection
-cannot connect cameras. better resolution between patients
to a PC. -can connect to a PC P

Table 1.3: Comparison of Dermoscopy Models.

and analytical capabilities (Kaliyadan, 2016). The dermoscopy available models are
explained in the Table 1.3.

When examining skin lesions using a dermatoscope, specific visual patterns and
features are observed and extracted. These patterns are associated with different
conditions, such as melanoma and non-melanoma skin cancers (Carli et al., 2000).

Each type of skin tumor has characteristic dermoscopic patterns that have been
extensively studied and documented (Carli et al., 2000).

>

Figure 1.7: A dermatologist, Dr. Jason Lee, examines a skin lesion on a patient’s
wrist using a dermatoscope (Abdelmalek, 2018).

1.6 Datasets overview

The development of computer-aided diagnostic methods for classifying dermoscopic
images has been prompted by the rising rate of melanoma cases (Mendonca et al., 2013).
Recent research indicates that convolutional neural networks can classify melanoma im-
ages as accurately as dermatologists (Brinker et al., 2019). To accurately evaluate these
deep learning models, public datasets may be utilized as benchmarks for assessing the
efficiency of algorithms and overcoming barriers to collecting large-scale image datasets,
such as technological capabilities, legal approvals, time, and financial constraints (S. M.
Khan et al., 2021).

Melanoma is a dangerous, uncommon, and fatal form of tumors on the skin. Based
on information from The (American Cancer Society, n.d.) melanoma skin cancer patients
represent just 1% of total instances, however they have a higher fatality rate. Patients
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have several non-melanocytic lesions, resulting in a restricted number of diagnoses in the
available datasets (Tschandl et al., 2018a). Where the previous study on automated can-
cer of the skin detection has concentrated on melanocytic lesions the lack of an accessible
human benchmark limits the ability to compare these algorithms’ performance and re-
stricts innovation in technology in melanoma detection field (Brinker et al., 2019). In
recent years, numerous public benchmarks have emerged:

1.6.1 ISIC Archive

ISIC, or the International Skin Imaging Collaboration, is a global repository that
attempts to strengthen melanoma and skin disease diagnosis via the use of an extensive
set of clinical images (Wen et al., 2022).

The ISIC archive hosts several skin image analysis competitions which aid with
lesion segmentation and classification tasks, including :

1. ISIC2016 (Gutman et al., 2016).

2. ISIC2017 (N. Codella et al., 2017).

3. ISIC2018 (N. C. Codella et al., 2018; Tschandl et al., 2018Db).

4. ISIC2019 (N. C. Codella et al., 2018; Combalia et al., 2019; Tschandl et al., 2018b).
5. ISIC2020 (ISIC, 2020).

The competition included different tasks such as image segmentation and classifying
the tumors. In order to unify the evaluation of the competitors’ performance, a training
database and a test database were provided in each announced competition. In this table
1.4, the announced competitions and the division of the images into the training and test
databases are provided, as well as the number of classes to which the tumors belonged.

DataSets | Reference Training Dataset | Testing Dataset | Class
ISIC-2016 | (Gutman et al., 2016) 900 379 2
ISIC-2017 | (N. Codella et al., 2,000 600 3
2017)
ISIC-2018 | (N. C. Codella et al., 10,015 1,512 7
2018; Tschandl et al.,
2018b)
ISIC-2019 | (N. C. Codella et al., 25,331 8,238 8
2018; Combalia et al.,
2019; Tschandl et al.,
2018b)
[SIC-2020 | (ISIC, 2020) 33,126 10,982 2

Table 1.4: The number of images contained in the ISIC Archive.

The distribution of images across classes is shown in the following table 1.5. It
can be noted that there are few images in the melanoma class, while they are more
numerous in the benign tumor class. This is what makes most systems that work with
binary classification suffer from bias. which makes the ability to separate melanoma from
non-melanoma a major challenge.
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Class disease 2016 | 2017 2018 2019 2020
melanoma 173 374 1,113 4,522 584
melanocytic nevus 0 0 6,705 | 12,875 0
basal cell carcinoma 0 0 514 3,323 0
actinic keratosis 0 0 327 867 0
benign keratosis 0 0 1,099 2,624 0
dermatofibroma 0 0 115 239 0
vascular lesion 0 0 142 253 0
sgs cell carcinoma 0 0 0 628 0
benign 727 | 1,372 0 0 0
seborrheic keratosis 0 254 0 0 135
atypical melanocytic 0 0 0 0 1
cafe-au-lait macule 0 0 0 0 1
lentigo nos 0 0 0 0 44
lichenoid keratosis 0 0 0 0 37
nevus 0 0 0 0 5,193
solar lentigo 0 0 0 0 7
other /unknown 0 0 0 0| 27,124
Total 900 | 2,000 | 10,015 | 25,331 | 33,126

Table 1.5: ISIC Archive class distribution in the training datasets (Nugroho et al.,
2024)

The competitions collect data from a variety of sources (for example, ISIC2018
includes the HAM10000 dataset(Tschandl et al., 2018b)), and the benchmarks are used
to train and evaluate dermatology-focused machine learning algorithms (Wen et al., 2022),
we collected some of the used benchmarks information in the Table 1.6 .

Datasets Images informations
Name | Ref Format | Modality N°.classes | N°.Images
HAM (Tschandl et al, | JPG Dermoscopic | 8 10015
10,000 2018b)
BCN (Combalia et al, | JPG Macroscopic 9 12413
20,000 2019)
MSK (Yang et al., 2020) JPG Macroscopic | 15 3918
1-5
2018 (Kawahara et al., | JPG Dermoscopic, | 3 100
JID 2019) Macroscopic
editorial
images
UDA (De Faria et al., 2019) | JPG Dermoscopic | 7 617
1-2

Table 1.6: skin cancer datasets that are included within the ISIC Archive.
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1.6.2 HAMI10000

One of the most used databases since its launch in 2018, HAM10000, an abbrevia-
tion of Human Against Machine with 10,000 training images, is freely accessible via the
ISIC repository. It contains distinct dermatoscopic images from various populations and
modalities. It includes 8 classes and the distribution of the images in them is shown in
the table 1.7 . Over half of the lesions were pathologically confirmed, with the remain-

der requiring follow-up, expert consensus, or in-vivo confocal imaging (Tschandl et al.,
2018b).

Class Training Set Testing Set Validation Set  Total
Actinic  Keratoses (Solar 222 92 13 327
Keratoses) (akeic)

Basal cell carcinoma (BCC) 339 150 25 514
Benign keratosis (BKL) 770 294 49 1113
Dermatofibroma (DF') 68 40 7 115
Melanoma (MEL) 4340 2027 338 6705
Melanocytic nevi (NV) 680 353 66 1099
Vascular skin lesions 90 49 3 142
(VASC)

Total 6509 3005 501 10,015

Table 1.7: HAMI10000 Dataset Distribution

1.6.3 PH?

The PH? dataset(Mendonga et al., 2013),comprises 200 dermoscopic images with
a resolution of 768x560 pixels the images have been manually segmented, clinically di-
agnosed, and identified by experienced dermatologists and classed into 3 classes. It was
created by the Dermatology Service of Hospital Pedro Hispano in collaboration with the
University of Porto and the Institute of Electronics and Informatics Engineering of Aveiro
Primarily used by researchers and practitioners in dermatology and medical imaging, it
aids in the analysis and classification of pigmented skin lesions. And it is accessible at no
cost for study and benchmarking.

1.6.4 Other Datasets

ISIC was not the only source of skin cancer images, but there are many open source
databases that have also been used in evaluating skin cancer detection algorithms. These
databases vary in their popularity and use according to the type of images and classes
targeted in the study. Some of the most famous databases are summarized in the following
table 1.8.
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Datasets Images informations
Name | Ref Format | Modality N°.classes | N°.Images
MED- (Giotis et al., 2015) JPG Macroscopic | 2 170
NODE
SD-260 | (Yang et al., 2020) JPG Macroscopic | 260 20 600
7-point | (Kawahara et al., | JPG Dermoscopic, | 15 1011
criteria | 2019) Macroscopic
evalua-
tion
SKINL2 | (De Faria et al., 2019) | PNG Light  field | 8 814
photographs,
dermoscopic
photographs

Table 1.8: skin cancer datasets that are not in the ISIC Archive.

1.7 Conclusion

Melanoma is a fatal tumor that is difficult to diagnose since it requires years of
experience. since of the recent increase in dissemination, early detection is required to
save the lives of patients in the early stages of the disease. Since the diagnosis of the
disease depends on the naked eye or certain imaging modalities, as well as the use of
diagnostic algorithms, the use of artificial intelligence is becoming increasingly common.

This chapter provided a general overview of skin cancer and its different types. We
then moved on to imaging techniques, and concluded the chapter with a brief review of
accessible databases.

The next chapter examines the importance of using artificial intelligence as an early-
stage diagnostic option for melanoma, as well as a comprehensive overview of published
studies on the subject.

Melanoma Detection System Using Deep Learning Techniques 18



Chapter 2

Deep Learning Overview

2.1 Introduction

Traditional diagnostic methods for deadly melanoma rely heavily on visual assess-
ment of the lesion by dermatologists, making the process subjective, error-prone, and
requiring years of experience. To improve accuracy and efficiency, studies have increas-
ingly turned to automated detection systems, focusing on deep learning techniques as an
assistant to the dermatologist in decision-making.

Deep learning, is a part of machine learning as shown in the Figure 2.1, that provides
an automatic features extraction (Puttagunta & Ravi, 2021), It has revolutionized many
fields by enabling machines to learn and make decisions from large datasets. Among
the various deep learning models, convolutional neural networks (CNNs) have proved the
advantages of deep learning approaches for skin cancer detection, as evidenced by its
effectiveness and efficacy in the early and effective detection of skin malignancies (Shah
et al., 2023).

In this chapter, we provide an in-depth overview of deep learning. We begin the
chapter by defining neural networks and their types. We then delve into the details of
CNNs, discussing their layers and how they work. We then move on to transfer learning
and the use of pre-trained models, and conclude the chapter with published work related
to melanoma detection.

Artificial
Intelligence

Machine
Learning

Deep
Learning

Figure 2.1: Relation Between AI,ML and Deep Learning (Ahmed € Islam, 2020).
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2.2 Neural Network

A neural network is a category of machine learning algorithms modeled loosely on
the human brain, consisting of interconnected nodes or "neurons" that process data in a
manner inspired by biological neural networks. These algorithms are designed to recognize
patterns, learn from data, and make decisions (Joshi et al., 2023).

The term (neural) refers to the (neuron) or the cells of nerves, this neuron is present
in the brain and other parts within the human body, which constitute the basic func-
tional component of the nervous system (Gu et al., 2015). The human brain is made up
of around 86 billion neuron cells connected by axons (Schalkoff, 1997). The nerve cell
communication system is distinguished by various inputs from sensory organs, which are
received then accepted by dendrites and translated into electrical impulses that express
the nerve message, as shown in the Figure 2.2.

NEURON

Le—— dendrite

cell body
nuclevus

r

axon terminal

Figure 2.2: The human Neuron (Guy-Evans, 202}).

A neural network algorithms (Joshi et al., 2023) defined as a computational models
comprises interconnected units known as neurons (building block), arranged in layers:
input, hidden, and output layers, as shown in the Figure 2.3 illustrate. As information
passes through these layers, each neuron processes the inputs by performing mathematical
operations and generating an output. During the training process, the network adjusts
the weights of the connections between neurons to improve accuracy. This involves using
mathematical techniques to minimize the error between the predicted and actual outputs,
its layers are defined as(Joshi et al., 2023) :

e The Input Layer: gets the initial input or characteristics that the neural net-
work will interpret. Each of the neurons in the input layer indicates a particular
component of the data being input.

e The Hidden Layers: Every neuron in a hidden layer receives input from neurons
in the layer preceding it, applies an activation function, and then sends the result
to neurons in the following layer.

e The Output Layer: The number of neurons in the output layer varies according
to the sort of issue the neural network is tackling.

Melanoma Detection System Using Deep Learning Techniques 20



CHAPTER 2. DEEP LEARNING OVERVIEW

2.2.1
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Figure 2.3: Artificial neural network architecture (Bre et al., 2017).

Neural networks include many types that differ according to the methods of passing
data through their neurons. In the following Table 2.1, we have summarized the most
famous types of neural networks:

e DINN: Deep neural networks.

e CNN: Convolutional neural networks.

e RNN: Recurrent neural networks.

e MLP: Multi layer Perceptron.

Name Description Application Domain

MLP A class of feedforward neural networks con- Basic classification, regres-
sisting of multiple layers of neurons, where sion analysis, simple pattern
each neuron is connected to every neuron in recognition (Popescu et al.,
the previous and next layers. 2009).

DNN A type of artificial neural network (ANN) Natural language processing,
with multiple layers between the input and speech recognition, image
output layers. These networks can model recognition,classification
complex non-linear relationships. tasks (Awad & Khanna,

2015)

CNN designed to process and analyze visual data. spam detection, image classi-
They use convolutional layers to automati- fication, object detection, seg-
cally and adaptively learn spatial hierarchies mentation, face recognition
of features. (Arif et al., 2018).

RNN A type of neural network designed for pro- Sequence recognition,

cessing sequential data. RNNs have connec-
tions that form directed cycles, allowing in-
formation to persist. This makes them ideal
for time series and sequence data.

NLP,audio modeling, speech
recognition (Bianchi et al.,
2017).

Table 2.1: Main types of neural networks and their application domain.
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2.3 Convolutional Neural Network (CNN)

2.3.1 Definition

The CNN defined as an end-to-end deep learning algorithm with an architecture
combines both feature extraction and classification, allowing the model to learn key fea-
tures straight from data, making it ideal for difficult visual recognition(Alzubaidi et al.,
2021).

The model has three layers that significantly impact its performance, in addition to
the layers that handle input and output. These layers are as follows : Convolutional layers
with Kernels (filters), Pooling layers, Fully connected layers. as shown in the Figure 2.4.

— M
Vi AN
/ \\
/f \\
\\
N
—_— \\
Dog
= Not Dog
AN S— /
\\ f;
Input image Convolution Layer ~ ReLU Layer Pooling Layer \ | ,/ Output
\ // Classes

Fully Connected
Layer

Figure 2.4: Diagram of a Convolutional Neural Network (CNN) for image
classification (Alzubaidi et al., 2021).

2.3.2 CNN Layers

CNN generally consists of three types of building blocks: convolution, pooling, and
fully connected layers (dense layers). The convolution and pooling layers are responsible
for feature extraction, in contrast to the dense layers are in charge of classification. the
layers are defined as following (Yamashita et al., 2018):

Convolutional layers

It is the initial phase to extract features from an input image using a mathematical
operation between the pixels of the image matrix and a kernel, to determine the spatial
relationships between pixels.

A convolved image is created by convolving a filter from top to bottom and from left
to right, and then repeating the process to generate many output feature maps (Dumoulin
& Visin, 2016). The process is shown in the Figure 2.5.
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Figure 2.5: Convolution operation: A kernel slides over the image, producing a feature
map (Prabhu, 2018).

Pooling Layer

The pooling layer downsamples the feature maps produced by the convolutional
layers with the goal to reduce the total number of parameters that need to be processed
in the layers that follow (see the example illustrated in Figure 2.6) . This helps to lower
the total complexity of the network (A. Khan et al., 2020).

2 x 2 Avg-Pool 8

Bk

Figure 2.6: Average pooling with a pool size of 2x2 (Prabhu, 2018).

The most common types of pooling layer can be summarised as shown in Table 2.2:

Pooling type definition Utility weakness
Average (AVG) Extract the reducing noise May overlook

Average value and over-fitting .

. : . important features.

in a region in the data

E h . )

xtract the detecting features Reduces spatial

Max Max value . . . .

. . inthe input data  information.

in a region

Table 2.2: Pooling Types.

Fully Connected Layers

In a fully connected (FC) layer, every neuron is connected to every other neuron.
the input of this layer is the output from the feature extraction phase that is turned into a
one-dimensional vector by the flatten layer. Then, this layer will combine all the features
extracted in earlier layers in order to make final decisions.
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2.3.3 CNN Hyper-parameters

Convolutional Neural Network (CNN) hyper-parameters, including learning rate,
batch size, and filter size have a significant impact on model performance and training
efficiency. Meticulous tuning of these parameters promotes optimal convergence and mit-
igates over-fitting.

Training Hyper-parameters

Also known as performance hyper-parameters, are parameters that must be set
to improve the performance and convergence of machine learning models, such as CNN
architectures. These hyper-parameters are determined for the training process and include
batch size, learning rate,loss function, and others.

The best settings (Kandel & Castelli, 2020) for these hyper-parameters frequently
necessitate experimentation and modification based on the specific context and model
architecture.

1. Batch size : It is the amount of data processed simultaneously during a single
forward and backward pass training, its value needs to be adjusted correctly, A
large batch size can slow down network convergence, while small batch sizes can
destabilize networks and lead to poor results (Kandel & Castelli, 2020).

2. Epochs : Indicates the number of full forward and backward passes for a neural
network during training (Khan Raiaan et al., 2024), it is established throughout the
experiment with no pre-existing ideal parameters to use (Sharma et al., 2022).

3. Learning rate (LR): is the step size that governs the amount of change made to the
model’s weights during the optimization process. An incorrect learning rate setting
might result in poor performance, and vice versa. (Georgakopoulos & Plagianakos,
2017; Smith, 2015).

4. Optimizer An optimizer can be defined as an algorithm for machine learning that
adjusts a model’s weights to reduce (minimize) the loss function and increase effi-
ciency (Kingma & Ba, 2014). There are many optimizers, each for specific needs,
We parencite these three popular ones in the table 2.3.

Optimizer Reference How It Works

Adam (Kingma & Ba, 201/) - Implements stochastic gradient
descent with memory-efficient re-
placement optimization.

SGD (Bottou, 2012) - Picks one training sample ran-
(Stochastic domly each iteration. Faster but
Gradient less stable at convergence.
Descent)

AdaGrad (Duchi et al., 2011) - Optimizes sparse gradients. Ad-

justs learning rates based on pa-
rameter frequency.(Kandel et al.,
2020)

Table 2.3: The Three Popular Optimizers.
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Layers Hyperparameters

are the parameters that need to be fine-tuned for optimal problem resolution (Ya-

mashita et al., 2018). They include convolutional layer parameters (for kernel and convo-
lution operation settings) and dense layer parameters (such as dropout, etc.).

1.

2.4

Number of kernels and their size : The kernels affect the feature extraction
phase, where the number of kernels determines the amount of data (convolutional
layer output) in the feature map, Less data is indicated with a smaller value (Huang
et al., 2021). Furthermore, the size of the kernel impacts the convolutional operation
time and resource cost, Cost is lower for smaller sizes than for larger kernels (Gao
et al., 2020).

. Activation function : Defined as a decision-making function, it facilitates learning

intricate patterns by determining a neuron’s output through non-linear transforma-

tion of its input. An appropriate choice of activation function accelerates learning
(A. Khan, Sohail, et al., 2019).

For example: sigmoid, ReLLU, Leaky ReLU, tanh.

. Padding : Padding extends the input matrix size in order to fit the kernel(filter)

and manage convolutional operations (Prusa & Khoshgoftaar, 2017).

Dropout : It’s the process of randomly dropping units( hidden or visible) from the
neural network to avoid overfitting caused by generating many parameters when
working with numerous data points in neural networks (N. Srivastava et al., 2014).

Transfer learning
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Figure 2.7: Transfer learning process (Tao et al., 2020).

Transfer Learning leverages knowledge from a source task to enhance performance

on a target task by utilizing the generalization capabilities of pre-trained models. These
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models, trained on large datasets like ImageNet and COCOQO, learn to extract features that
can be reused. Techniques include using these models as feature extractors by removing
task-specific layers and using their output for new tasks, and fine-tuning ( re-train some
of the model’s layers) , where the model’s layers are updated with a lower learning rate
to adapt to the new task (Hosna et al., 2022)(Olaoye & Potter, 2024).

It allows freezing early layers (layers that are closer to the input) to preserve general
features and updating later layers (layers that are closer to the output) to capture task-
specific features. The selection of layers for transfer depends on task similarity to avoid
poor performance (Olaoye & Potter, 2024).

2.5 Most common CNN architectures

As a development of the convolutional neural network architecture, many archi-
tectures have emerged to improve and enhance the performance of convolutional neural
networks. These architectures are trained on millions of images, such as ImageNet, and
thus they save resources and time and can be used in many applications. Some of these
architectures are :

2.5.1 VGGI16

VGG16 is an abbreviation for Visual Geometry Group 16. It is a deep convolutional
neural network model that expands on typical convolutional network architecture via the
use of 16 layers of small 3x3 convolutions. The VGG16 pretrained model is trained on the
ImageNet dataset, containing 14 million images broken down into 1,000 distinct classes,
and then customized using the Keras framework(Simonyan & Zisserman, 2014). The
VGG16 architecture is illustrated in the Figure 2.8.

Y

2% 3X3 Conv,64 3X3 conv,512 3x
Maxpool Maxpool
2X 3X3 conv,128 3X3 conv,512 3X
Maxpool Maxpool
! y
Fully Connected Layer,
3X 3X3 conv,256 4096
y Y
Maxpool Fully Connected Layers,
100
+
Softmax

Figure 2.8: The VGG16 architecture (Pal et al., 2020).
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2.5.2 ResNet50

ResNet-50 is the acronym for Residual Network. It is a deep residual learning
framework intended for image classification tasks. It consists of fifty layers, including
residual blocks. Each block has convolutional, pooling, and fully connected layers (K. He
et al., 2015) as shown in the Figure 2.9.

This residual network employs the notion of skip connections, or shortcut connec-
tions, between one or more layers to speed up the training of extremely deep neural
networks and enable the network to learn residual functions rather than direct mappings
(K. He et al., 2015).

Pre-trained ResNet-50 model, such as those offered by Keras libraries, have been
trained on a large benchmark dataset, such as ImageNet, and may be fine-tuned for a
variety of computer vision tasks, reducing computing resources as well as time (Choe
et al., 2020).

Residual Connection Types

Residual connections are classified into two types based on the dimensions of the
residual block input and output. The connections are called Identity Shortcuts and Pro-
jection Shortcuts. The ResNet paper defines these as follows (K. He et al., 2015):
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Figure 2.9: The ResNet50 architecture (Ji et al., 2019).

1. Identity Shortcuts :

Employed whenever the input and output feature maps have identical dimensions.
This form of shortcut maintains the input data in its original dimensions and adds it
directly to the output.
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If X is the input to a residual block and the output after performing the block’s
layers (e.g., convolution, batch normalization, and activation) is F'(X), therefore the block
with an identity shortcut has the following output 2.1:

Y = F(X)+ X (2.1)

2. Projection Shortcuts :

Occurs when the input feature map’s dimensions differ from those of the output
feature map. To address the non-matching issue, the 1x1 convolutional layer adjusts the
number of channels (depth) and occasionally the spatial dimensions (height and width)
of the input feature map so it matches the output.

If the input to a residual block is X and the output after applying the layers within
the block is F'(X), and a 1x1 convolutional layer, W, has been selected for the projection
shortcut, then the block’s output is 2.2:

Y = F(X)+ WX (2.2)

The impact of residual connection is illustrated in the following Figure 2.10.
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Figure 2.10: Comparison of general and residual connections in ResNet. (a) shows
input x through weight layers in standard CNNs. (b) shows z through both weight layers
with residual connections in ResNet (K.-S. Kim & Choi, 2021).

ResNet-50 Advantages:

ResNet exceeded the deep network (Ebrahimi & Abadi, 2018), by resolving these
two challenges that deep networks face:

e During training, neurons may die due to disappearing or exploding gradients (Bengio
et al., 1994; Glorot & Bengio, 2010).

e Adding extra parameters complicates optimization, resulting in higher training er-
rors, not only overfitting (R. K. Srivastava et al., 2015).
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2.5.3 Xception

The acronym Xception (Chollet, 2017) refers to Extreme Inception, It is a pretrained
deep convolutional neural network design that advances the Inception architecture by
implementing depthwise separable convolutions. Xception preptrained model is trained
on ImageNet dataset, with 14 million images organized into 1,000 different classes and is
fine-tuned via the Keras framework. Its architecture shown in the Figure 2.11.
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Figure 2.11: The architecture of the Xception (Srinivasan & et al., 2021).

2.6 literature review

Melanoma is one of the most dangerous and deadly types of skin cancer, as it has
the highest number of deaths annually compared to other types according to statistics
from the World Health Organization, as this type, as mentioned in the first chapter, is
characterized by the risk of spreading to all parts of the body, and therefore controlling
or limiting it becomes ineffective when it reaches that stage.

Diagnosis of melanoma depends on visual examination by a specialist, and visual
examination has a confidence level of 65 percent (Lee, 2001), which makes it a very low
percentage despite the emergence of dermoscopic devices that image the lesion with high
quality, as the accuracy of the diagnosis is always subject to the standard of objectivity and
the educational background of the specialist. Which calls for the necessity of automatic
diagnosis, which makes the trend towards artificial intelligence as it is the most popular

technology recently, so research began with machine learning techniques going to deep
learning techniques.

The review is divided into a section to examine machine learning techniques where
the features of the lesion are extracted using algorithms that simulate the diagnostic
techniques approved by doctors. Then we move to the section on deep learning where it
was Automatic feature extraction by techniques such as convolutional neural networks.
Finally We conclude the review with a table containing published works that deal with
melanoma diagnosis.
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Melanoma detection using Machine Learning techniques

Radiologists typically use pattern analysis, the 7-point checklist, and the ABCD rule
of dermoscopy to determine the difference between malignant and benign skin lesions.
Several studies have used machine learning to implement these guidelines as a features
extraction methode for the melanoma diagnosis systems :

(Chatterjee et al., 2021)’s work used the ABCD rule to aid the dermatological expert
system (DerESy) in diagnosing melanoma with irregular forms. This algorithm has been
improved by taking into account the spatial features of dermoscopic structures in order to
recognize malignant lesions more accurately. They employed the ISIC challenge datasets
from 2016, 2017, and 2018, as well as the PH2 dataset. Preprocessing was performed to
eliminate noise with a median filter, remove hair, and segment lesions using the lesion
segmentation module (LSM). The system had a diagnostic accuracy of 97.86%, sensitivity
of 97.69%, and specificity of 97.97%.

For the melanoma classification phase, (L. Singh et al., 2020) utilized a three-layer
Support Vector Machine (SVM) classifier, with a Preprocessing involved eliminating noise
(e.g., bubbles, hair), segmenting lesion images, and extracting features. The ABCD rule
was used to extract characteristics relating to the lesion’s asymmetry, color, border, and
diameter, which were then passed on to the SVM classifier, which classified the images
into one of three categories.The system was tested using the PH2 dataset, which includes
200 dermoscopy images where 160 are non melanoma and 40 are melanoma lesions.The
proposed approach scored 92.5% accuracy, 87.5% specificity, and 100% selectivity.

In another study by (Senan & Jadhav, 2021), the ABCD criteria were also applied
for feature extraction to create an effective system for early diagnosis of skin cancer.
The suggested approach was evaluated using the PH2 dataset, which includes three types
of skin diseases: atypical nevi, melanoma, and common nevus. The model is divided
into two phases: preprocessing (using a median filter to decrease noise) and extraction
of the Region of Interest (Rol). In the next stage, features retrieved using ABCD rules
are processed using the Total Dermoscopic Score (TDS). Because of the high-resolution
images, the system obtained an 84% accuracy rate.

(Shetty et al., 2022)compared machine learning and CNN approaches for classify-
ing skin lesion images in the HAM10000 dataset. Thier system organization included
arranging the dataset, preprocessing, and data augmentation followed by the classifica-
tion. During the classification phase, the adapted CNN surpassed the machine learning
algorithms, with these ML techniques achieving accuracies of 58% (Logistic Regression),
57% (Linear Discriminant Analysis), 48% (K-Nearest Neighbors), 68% (Decision Tree),
87% (Random Forest), 36% (Naive Bayes), and 53% (Support Vector Machine).

(Imtiaz et al., 2021) employed ABCD rules for feature extraction and Adaboost
for skin cancer classification on the PH? dataset. Despite the contrast issue and for
the aim to increase the model accuracy, they used morphological operations for noise
reduction, Otsu thresholding and image subtraction to recover the region of interest, as a
preprocessing to eliminate noise from dermoscopic images. The PH? dataset was balanced
using SMOTE. Utilizing Adaboost, the technique produced segmentation accuracy of
90.25% and classification accuracy of 98.13% for melanoma and non-melanoma.

These studies are summarized in the Table 2.4, for greater clarity of the results, the
databases used, and the machine learning techniques.
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Study Method Dataset Results
(Chatterjee et al., | ABCD rule, spatial | ISIC 2016, | Accuracy: 97.86%,
2021) features 2017, 2018; | Sensitivity:  97.69%,
PH2 Specificity: 97.97%
(L. Singh et al., 2020) | Three-layer SVM clas- | PH2 (200 | Accuracy: 92.5%,
sifier, ABCD rule images) Specificity: 87.5%,
Selectivity: 100%
(Senan & Jadhav, | ABCD rule, TDS | PH2 (atyp- | Accuracy: 84%
2021) score ical nevi,
melanoma,
common
nevus)
(Shetty et al., 2022) Comparison of ML | HAM10000 | CNN  outperformed
and CNN ML, ML accuracies:
36%-87%
(Imtiaz et al., 2021) ABCD rules, Ad- | PH2 Segmentation ac-
aboost curacy: 90.25%,
Classification  accu-
racy: 98.13%

Table 2.4: Summary of Studies on Skin Lesion Classification using machine learning.

Melanoma detection using Deep Learning techniques

The issue of dataset imbalance, where the proportion of positive cases is signifi-
cantly lower than negative cases, is a common problem in many clinical datasets and can
introduce a bias that results in an unacceptably high rate of false negatives when using
the model in real-world clinical applications, diminishing the number of informative data
points and reducing the accuracy of many machine learning techniques (H. He & Garcia,
2009).

The latest technology used recently to solve the problem of database imbalance due
to the lack of availability of images is ensemble Learning (Polikar, 2012).

Using this technique, the authors of this study (Qureshi & Roos, 2023) proposed
a structure consisting of six CNN-based models, two of which were pre-trained on other
balanced datasets. The ensemble was trained on ISIC2020, which consists of dermoscopic
images along with meta-data about the patients, such as age and tumor location. Later on,
the group’s decisions were collected and unified as a final classification by a support vector
machine in order to achieve higher accuracy. The proposed technique achieves average
F1, AUC-PR, and AUC-ROC values of 0.23, 0.16, and 0.87, respectively. However, the
limited generalizability due to dataset bias and the need for further validation on diverse
datasets were noted as study limitations.

(Rahman et al., 2021) present a weighted average ensemble learning-based model
for multi-classification skin lesions. They designed the ensemble based on five deep neural
network models: ResNeXt, SeResNeXt, ResNet, Xception, along with DenseNet. They
trained then evaluated their models using the HAM10000 and ISIC 2019 datasets, employ-
ing class balance, noise reduction, and data augmentation approaches. The five models
performed quite well throughout examination, with macro-average recall scores of 88%,
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89%, 91%, 88%, and 84% for ResNeXt, SeResNeXt, DenseNet, Xception, and ResNet,
respectfully.

Several recently published papers have offered data augmentation as a method for
data preparation for the aim to increase the number of images in the dataset to solve the
imbalence :

For that purpose, (Bozkurt, 2023). proposed a hybrid CNN-based model, which
combines Inception and ResNet with affine transformation techniques to diversify and
augment images in the dataset. The model was evaluated on the HAM10000 dataset
both with and without data augmentation. The results showed a 95.09% accuracy for the
Inception-ResNet-v2 model with augmentation, and 83.59% without it. However, these
results were limited by an imbalanced dataset, highlighting the need for high computa-
tional resources and the potential for overfitting.

Where the published work of (Swain & et al., 2021). focused the light on the
effectiveness of data augmentation on the accuracy of their proposed 13-layer Deep Con-
volutional Neural Network (DCNN) model. The model was trained and evaluated using
the PH? dataset, achieving an accuracy of 78% on the real dataset and 81% on the aug-
mented dataset using geometric transformation. However, the study was limited by class
imbalance, the effectiveness of which depends on the choice of augmentation methods,
and potential overfitting.

(Magsood & Damasevicius, 2023). suggested a computer-aided design methodology
for skin cancer segmentation and classification. Dermoscopic images were preprocessed
and segmented using a customized 26-layer CNN. Four previously trained CNN models
(Xception, ResNet-50, ResNet-101, and VGG16) were adjusted and trained with transfer
learning, Deep feature vectors were extracted and merged using convolutional sparse image
decomposition. The best features were chosen using univariate measurement and the
Poisson distribution, before being classified using a multi-class SVM. The system obtained
93.7% accuracy on the ISIC 2019 dataset. Limitations included poor contrast lesions,
unbalanced datasets, excessive memory complexity, and duplicate feature extraction.

Study Method Dataset Results
(Qureshi & Roos, 2023) CNN ensemble unified | ISIC2020 F1: 0.23,
by SVM AUC-PR:
0.16, AUC-
ROC: 0.87
(Rahman et al., 2021) DenseNet HAM10000,| Macro-
ISIC 2019 | average
recall: 91%
(Bozkurt, 2023) Inception-ResNet-v2 | HAM10000 | Accuracy:
with augmentation 95.09%
(Swain & et al., 2021) 13-layer DCNN with | PH? Accuracy:
augmentation 81%
(Magsood & Damasevicius, 2023) | 26-layer CNN  with | ISIC 2019 | Accuracy:
transfer learning 93.7%

Table 2.5: Summary of studies on skin lesion classification methods using deep learning
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Some additional studies where their classification task is the same as ours binary
classification. These studies are shown in the following table 2.6.

Study Method Classification DataSet ACC
type
(Mehra et al., 2021) ResNet-50 multi- HAM 10000 | 84.87%
classification
(Barbosa et al., 2019) | ResNet Binary- ISIC 2017 69%
classification
(Hekler & Kather, | CNN model Binary- 804  images | 75.03%
2020a) classification | for training,
384  images
for testing.
(Hekler & Kather, | CNN Binary- HAM10000, 75.03%
2020b) classification | ISIC (not
specified)
(Adegun &  Viriri, | Enhanced Binary- ISIC2017,PH? | 95%
2020) encoder- classification
decoder
network
with  multi-
stage and
multi-scale
approach.
(Cassidy et al., 2022) | VGG19 Binary- ISIC2020 AUC:80%
classification
(Cassidy et al., 2022) | VGG19 Binary- ISIC2017 56%
classification

Table 2.6: Some related work

2.7 Conclusion

Due to the rapid technological development in recent years, the spotlight has been
on the automation of disease diagnosis in the medical field to raise the accuracy rates of
diagnoses and thus increase survival rates, specifically in skin cancer, where melanoma has
received great attention due to being a deadly tumor. The application of deep learning
techniques, especially those specific to image processing such as convolutional neural
networks (CNNs), has become an essential solution.

This chapter offers an in-depth exploration of deep learning techniques. It begins
with a presentation of the foundations of neural networks, before focusing on convolutional
neural networks (CNNs) and the architectures derived from them and based on pre-trained
models. It concludes with a review of research into melanoma diagnosis.
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Chapter 3

Conception

3.1 Introduction

The least common but deadliest form of this killer disease is melanoma which is es-
pecially difficult to diagnose medically. Because if it develops, the prognosis is very bad,
and its early detection is important. Nonetheless, melanoma is incrementally diagnosti-
cally challenging, requiring significant specialisation as a result of its intricate and often
subtly occurring symptomatology. The major step in the process of melanoma detection
is the feature extraction phase which is responsible for determining relevant information
in the skin lesion images that help in differentiating malignant from benign tumors.

Over the past few years, deep learning, and especially Convolutional Neural Net-
works (CNNs), have changed the way a data scientist thinks about feature extraction.
CNNs are good at learning complex patterns directly from image data, can automatically
learn features without manual extraction, and greatly improve the diagnostic accuracy.
Yet data is massively skewed towards images of healthy skin, exacerbated by the few num-
ber of melanoma images and the significant privacy constraints when it comes to patient
data. Such an imbalance creates an urgent challenge: machine learning models trained on
uneven datasets are subject to bias, which severely undermines their generalization and
robustness.

In this chapter, we provide an overview of the procedure we followed for dividing
the dataset using the proposed balancing technique. Next, we present the architecture of
our melanoma detection system, which comprises three phases, starting from the dataset
preparation to the final phase where the diagnosis decision is made. presenting pre-
trained model used as a good practice for feature learning which will also improve the
classification.

3.2 Objective

Our objective is to handle the imbalance in the dataset, as it can affect the reliability
of a diagnostic system. To address this problem, we introduce a new method for distribut-
ing data more fairly. By dividing the dataset so that the ratio of each class is balanced,
we aim to improve accuracy and achieve more unbiased classification. Furthermore, this
method benefits the entire existing CNN system for diagnosis.
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3.3 System architecture

In this work, we propose an approach for melanoma detection using a deep learning
approach. Our system aims to determine whether a given lesion is melanoma or not.
It incorporates a crucial feature extraction phase essential for any classification process,
a proposed method to balance the dataset, and a classifier to ensure a final accurate
classification.

Our system architecture is illustrated in the following Figure 3.1, This system for
melanoma detection consists of three phases: dataset preparation, the training phase, and
finally, the decision and classification phase. Each phase is responsible for a specific task
to ensure the reliability of the entire system, and they are as follows:

e Dataset preparation phase:

This phase includes all the required steps for preparing the dataset to be fed into
the deep learning technique in the next phase. The process involves dividing the
dataset into k subsets based on the proposed balancing method, followed by the
splitting and preprocessing of these k subsets, which includes normalization and
augmentation.

e Training phase:

The input for this phase is the output of the first phase, which consists of the
prepared k subsets. Each subset is then used for a training phase with a CNN-
based pretrained model that offers automatic feature extraction and classification.
After undergoing rigorous training, each model will be able to accurately detect and
classify melanomas.

e Decision and classification phase:

This final step depends on the results of the deep learning CNN-based methods,
where each model learns a specific subset. Together, these models form a unified
decision. This step consolidates the solutions through decision fusion. The decisions
are combined to diagnose the lesion using a classifier that determines the final output
probability.

Melanoma Detection System Using Deep Learning Techniques 35



CHAPTER 3. CONCEPTION

Dataset division

-

Subset spliting

v v

Data Pre-Processing

Dataset Preparation Phase

v v v

Data augmentation

@

I —_— e — =
w

o

=2

£ Fre-trained DL Pre-trained DL Pre-trained DL

= model 1 model 2 . model K

]

=

The new dataset

data set spliting

3 I I

Fredictions Predictions Predictions
model 1 model 2 ®*® model K
Fusion

Decislon and Classificaton Phase

The final cI:assiﬁcatinn
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3.4 Dataset preparation phase
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Figure 3.2: Dataset preparation phase architecture

This phase includes all the operations that will be applied to the database from ap-
plying the proposed balancing technique as dataset division method, to the pre-processing.
The input of this phase is the binary database while the outputs are a k prepared subsets
that is pre-processed and splitted and ready to train deep learning models on it.

3.4.1 Proposed balancing technique

Dealing with class imbalance is a critical challenge in binary classification problems,
especially in medical datasets where one class (e.g., "non-melanoma") is vastly over rep-
resented compared to the other (e.g., "melanoma"). In the context of a dataset consisting
of medical images labelled with a cancer diagnosis, we introduce an alternative approach
to divide the majority class to ensure balanced training and test sets, which is crucial for
the performance and reliability of deep learning models.

Our objective is to divide the majority class into k balanced subsets while ensur-
ing that each subset will contain a proportional number of samples from both classes (
melanoma, non-melanoma).

This alternative method for dividing the majority class in a dataset involves the
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following steps:

1. Define k ( The number of subsets into which the majority class samples will be
divided), based on the size of minority class (melanoma).

2. Define a partition function F' to distribute the majority class samples across k
subsets.

3. Ensure that the majority class samples are uniformly distributed.

4. Define the subsets according to the function F'.

1. Problem definition

Let D be the binary dataset, D consisting of medical images, with labels "non-
Melanoma" (C0), "Melanoma" (C1). When the dataset is highly unbalanced, the majority
category (CO0) is considerably more frequent than the minority category (C1). Let be :

e n: Total number of samples.

D = {(x;,y;)};: The dataset where x; is an image and y; is the label.

Np: Number of samples labeled as "non-melanoma".

Ni: Number of samples labeled as "melanoma".

e k: The number of subsets into which the majority class samples will be divided.

2. Definition of the partition function F'

The partition function F' distributes the samples of the majority class into k£ balanced
subsets ( k£ being defined in equation 3.1), by mapping the indices of the samples of the
majority class to one of the £ subsets, the partition function is defined in equation 3.2.

F(i)=((¢—1) modk)+1 forie{l,...,No}. (3.2)

The function F' assigns each sample (i) in the majority class to one of the k subsets.
The aim is to ensure that the samples are uniformly distributed between these subsets.
Mathematically, This should achieve the following equality 3.3, Where the length (total
number of samples) should be equal to the total number of samples in the dataset divided
by k (the number of subsets).

)~ 2 yse (1. k) (3.3)

-0
k

where :

e F!(s): This represents the inverse mapping of a subset label s. It identifies the
indices of samples assigned to subset s.

e k: The number of subsets.

e Ny: Number of samples labeled as "non-melanoma.
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e |F~!(s)|: The size of the subset s, meaning the number of samples assigned to subset
s.

3. Subset expression

Once the equation for dividing the majority class into k subsets based on the total
number of samples in the minority class has been defined, we can associate each subset to
one of two classes: Non-Melanoma and Melanoma. since Melanoma is the minority class,
it remains consistent across all the subsets. The formula for defining the subset it is as
follows 3.4:

Se={(z5,9;) y; = 0,5 € F7(s)} U{(x;,95) | y; = 1} (3.4)
where :

e Non-melanoma samples: {(z;,y;) | y; =0,j € F7'(s)}

Melanoma samples: {(z;,y;) | y; = 1}

(xj,y;): A sample where x denotes the image and y denotes the label.

y; = 0: Non-melanoma label.

y; = 1: Melanoma label.

F~1(s): Indices of samples assigned to subset s.

3.4.2 Data preprocessing

In the preprocessing phase, we ensure the appropriate input for the proposed archi-
tecture by applying resizing, image normalization, and preprocessing steps. These steps
are elucidated as follows:

1. Image normalization

Before the dataset images are passed on to a pretrained model, the pixel values of
the images are standardized to a specified range, commonly [0, 1] or [-1, 1], depending on
the model’s requirements.

This is done to normalize the pixel values of the image in a similar distribution and
further to enable the model’s structure and optimisation process to work well and achieve
an improved convergence plus overall performance (Patro & Sahu, 2015).

2. Resizing

As a crucial pre-processing step, and acknowledging the dataset’s diversity in image
sizes (ranging from high resolution to various smaller dimensions), the dataset samples
needs to uniformly resized to a standardized dimension. This resizing aligns with the
common input size requirement for many pre-trained models, ensuring compatibility and
optimal performance during model training and inference.
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3.4.3 Data augmentation

Data augmentation is an important process for enhancing the generalization ca-
pabilities of deep learning model by making it see different transformations on images
and learn to detect target features in different conditions, resulting in increased testing
accuracy and reduced over-fitting (Shorten & Khoshgoftaar, 2019).

One of the data augmentation methods we used involves applying random transfor-
mations to each image during training without increasing the number of samples, ensuring
that a diverse set of inputs is passed to the model. The transofmations are :

a) Rotation

Rotation in data augmentation involves rotating the image by a certain angle be-
tween ldegree to 359 degree, selected randomly or predefined, an example is provided in
the Figure 3.3.

Original Image Image after Rotation

Figure 3.3: Rotation of an an image from dataset.

b) Flipping

Flipping involves mirroring the image horizontally or vertically, where Vertical axis
flipping is far less prevalent than horizontal axis flipping.an example is provided in the
Figure 3.4.

Original Image Image after Horizontal Flip

Figure 3.4: fliping.

c) Translation

Shifting images up, down, left, or right requires translating the image in a particular
direction. Depending on the settings, the remaining area is filled with a constant value,
random or Gaussian noise. This method is crucial since it helps the model develop the
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ability to identify objects in a variety of locations, eliminating positional bias and boosting
its capacity to generalize beyond perfectly centered pictures.

In our case, we give width and height adjustments within a small range to prevent
losing significant characteristics while accounting for the existence of non-centered images
in the dataset.

Original Image

Image after Width Shift

Figure 3.5: shifting.

3.5 Training phase

This is the phase in which the dataset preparation stage will obviously take the
outputs of the preparation phase (prepared subsets) as inputs for the pre-trained deep
learning models.

This phase provides each subset (s) with its own pre-trained model (Ms), which will
go through a learning stage shown in the Figure 3.6. After all models go through the
learning and evaluation process, the result is trained models ready to provide predictions.

E Prepared Prepared prepared
: training data validation data testing data ;
Training Model } final
Process evaluation evaluation

Pre-trained
L DL model

The final ;
trained model |

Figure 3.6: the training phase architecture.
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3.5.1

Model architecture

We use pre-trained models in our Melanoma detection system, all of which share
the ResNet50 architecture. We retained the base part of ResNetb0 for feature extraction
leveraging its pre-trained weights on ImageNet for transfer learning. Further we added
our customized top layers to adapt the pre-trained model to our specific task.

The architecture of ResNet50, as detailed in Chapter Two, is characterized by its
50-layer depth and the innovative use of residual connections. These residual connections
come in two primary forms: the identity shortcut connection and the projection shortcut
connection. After removing its top layers and replacing them with our customized top
layers, the detailed architecture can be seen in Figure 3.7.
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Figure 3.7: The architecture of the used ResNet50 pre-trained model in ours system.
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Customized top layers

According to the ResNet50 architecture, following the residual blocks, there is an
average pooling layer followed by an output layer with a softmax activation function that
fits the categorical classification of ImageNet. These top layers were removed and replaced
by our customized top layers, which were chosen through experimentation and tailored to
the binary classification task for melanoma detection. These layers are illustrated in the
Figure 3.8, and explained in order as follows:

Input Image ‘>\|< °>°< '->0< c>\|<
224x224 ) (=) G ) ) )
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[ CUSTIMIZED TOP
LAYERS
l Conv2D(256, (3, 3), activation="relu’) ]
MaxPooling2D(pool_size=(2, 2))
Bl [ Flatten() ]

BatchNormalization()

[ Dense(sigmoid) ]

|
\ | Y

Melanoma [ Non-Melanoma

Figure 3.8: Our Customized Top Layers.

1. Convolutional layer

A convolutional layer uses a kernel (in simple terms, a square matrix that contains
weights), performs a convolution operation on the input feature map given that kernel
and then generates feature maps as a result of that operation highlighting certain aspects
of that input, This layer is the first in the top layers following the pretrained Resnet50
model. Placing this layer after a pretrained model refines the extracted features further.
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Key parameters include the number of kernels and their size (e.g. NxN,3x3) , with
the activation function adding essential non-linearity. For our layer, we chose 256 kernels
of size 3x3 and ReLU as the activation function, The stride, or step size, determines how
the kernel moves across the input and is set by default to 1 in our case.

ReLU (Rectified Linear Unit) activation function outputs the input directly if it is
positive; otherwise, it outputs zero. Mathematically, it’s defined as 3.5:

f(z) = max(0, x) (3.5)

2. Max Pooling layer

A Max-Pooling layer performs a pooling operation on the input feature map with a
specified pooling size (for example, 3x3). This process minimizes the size of the feature
maps by picking the largest value from each pool, allowing significant characteristics to be
retained while lowering spatial dimensions. This layer comes soon after the convolutional
layer and processes the improved features.

Key options are pooling size and stride, which affect how the pooling window ad-
vances over the input. For our layer, we used a pooling size of 2x2. The stride is normally
set to the same number as the pooling size, which in this case is two.

3. Flatten layer

It make flatten the input into one dimension. This is done by flattening the input
data, i.e. squashing all dimensions except of the batch size. In short, no math operations
(convolutions or pooling, for example) are carried. However, it only changes the form of
input data to be suitable to feed to the fully connected layers in the neural network.

The input shape,dimension of feature map,flatten-length that could be calculate as
multiplication of all dimension. Given an input to the flatten layer with dimensions of
height H, width W, and depth D, the output will be a 1D vector with the following shape:
HxW xD.

This flatten layer in our configuration is after max-pool layer which converts the
multi-dimension of the data to 1d array format so that it could be fed into fully connected
layers easily.

4. Batch Normalization layer

Batch normalization (BN) layers normalize the input data (by fitting scaling and
shifting across each feature channel). It reduces internal covariate shift and helps the
model to train faster providing the boost to the learning process. The normalization has
accomplish by calculate the mean and variance for each feature channel across the batch,
then normalized the input based on this statistics.

In BN layer, the essential parameters are the epsilon to avoid the zero division and
the gamma/beta which are learnable during the training to scale/shift the normalized
output.

Mathematically, for a given input x, the output y of a batch normalization layer can
be expressed in the following expression 3.6:
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A o
Y 7\/0'2-1-6

2

+ (3.6)

where 4 is the mean of the input, ¢° is the variance, v and [ are learned scaling
and shift parameters, and € is a small constant for numerical stability.

5. Output layer

finally we add a dense output layer with sigmoid activation function, which will
return a single output for each neuron at the final layer, and often used in binary classifi-
cation tasks. In order to be able to do this only the sigmoid activation function can map
the output Y, to a value in between 0 and 1 and there way be used for modeling all level
of probabilities, according to the sigmoid equation 3.7.

1
1+e=
where z defined as shown in the Equation 3.8 :

y= (3.7)

z= Z wix; +b (3.8)

where w; are the weights, x; are the inputs, and b is the bias.

The major hyperparameters are the regularization techniques L1 and L2 which is
used to avoid overfitting in the training process. L1 regularization is 0.01, L2 regulariza-
tion is 0.01 for our layer.

There addition of L1 and L2 regularization techniques in machine learning models,
mainly in neural networks, for the aim to avoid over fitting. The regularization is added
to the loss function of a model training by introducing a penalty that favours simpler
models and discourages complex and non-generalizing models. encourage the model to
generalize well to new data.

a) L1 Regularization:

L1 regularization or Lasso regularization, adds a penalty proportional to the absolute
value of the model’s weights. It can lead to sparsity in the weights, effectively setting some
of them to zero, simplifying the model. The cost function for L1 regularization can be
expressed in this Equation 3.9:

Loss = Original Loss + A Z |w;| (3.9)
where ) is a regularization strength that controls the degree of regularization.
b) L2 Regularization:

L2 regularization or Ridge regularization, adds a penalty proportional to the square
of the model’s weights. It encourages smaller weights and helps to maintain the model’s
generalization ability. It doesn’t induce sparsity. The cost function for L2 regularization
can be expressed in the following Equation 3.10:

Loss = Original Loss + A Z w? (3.10)

where A is a regularization strength that controls the degree of regularization.
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3.6 Classification phase

In the context of our project, the classification phase is crucial because it consolidates
the experiences and knowledge gained from training multiple models on different subsets of
the data. The goal is to integrate these insights into a unified decision-making process. To
achieve this, a fusion method needs to be applied to combine the predictions (probabilities)
from the k& models into one final decision. The classification phase is illustrated in Figure
3.9:

The final The final The final
trained model trained model trained model
1 2 L N ] k

! ! !

The dataset of the decision and classification phase

test data test data test data

from subset from subset from subset
k

Input :The models predictions

predictions

Figure 3.9: The classification phase.

In order to achieve this fusion, we used 3 techniques that fall within the machine
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learning classifiers, and for comparison, we added two techniques from the voting tech-
niques.

3.6.1 Machine learning classifiers

The classifiers are used to identify patterns in the predictions that can enhance the
unified decision of the £ models. To enable the classifiers to have this ability, a training
process needs to be applied. The predictions will then be split into train and test datasets
to serve the training process. Finally, the classifiers will be ready to lead the final decision.
The fusion performed by the machine learning classifiers is illustrated in the Figure 3.10
,The classifiers used in this work are:

Input : The models predictions

predictions
h 4
Prepared training data prepared testing data
h 4 y
Training ML classifier > final evaluation
Output :The Final result A4 :
Final unified decision :

.............................................................

Figure 3.10: The fusion using the ML classifiers.

1. Support Vector Machine (SVM)

A Support Vector Machine (SVM) is a type of supervised learning algorithm primar-
ily used for binary classification, which means it outputs one of two possible categories.
Despite this, SVMs can be adapted for multi-class problems and regression tasks. SVMs
are effective in handling non-linear data. They are versatile tools applicable in various
fields, such as pattern recognition, medical diagnosis, and marketing (Urso et al., 2019).

The core principle of SVM is to identify a hyperplane that best separates data points
into distinct classes based on their features. Among the numerous potential hyperplanes,
the optimal one is selected to differentiate the data into two classes. The position and
orientation of this hyperplane are determined by a subset of data points known as support
vectors. These support vectors are critical because their removal can alter the hyperplane’s
position and orientation (K. R. Singh & Dash, 2023).

2. XGBoost

XGBoost, short for Extreme Gradient Boosting, is an advanced ensemble super-
vised machine learning algorithm created by Tianqi Chen. It can be utilized for both
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classification and regression tasks. As a variation of gradient boosting, XGBoost distin-
guishes itself from traditional gradient boosting models in several key ways. Additionally,
XGBoost is particularly effective for decision-making processes involving numerous in-
dependent variables, as it excels in handling complex datasets and identifying the most
significant predictors (Belyadi & Haghighat, 2021).

3. Logistic Regression

Logistic regression is a statistical method designed to assess how multiple indepen-
dent variables impact a categorical dependent variable, which is limited to a set number of
possible values. This technique is especially effective for pinpointing the most significant
variables in a dataset with numerous factors, where the outcome is restricted to specific
categories, such as yes/no responses or different types of medical conditions (Fraccaro &
et al., 2015).

3.6.2 Voting techniques

(a) Weighted Voting

Input :The models predictions

predictions

Input :The models predictions

predictions

Figure 3.11: The fusion using the voting techniques.
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In our approach, we utilized two techniques: average voting and weighted voting.
Both techniques do not require training and can be applied directly to the predictions of
the models. the voting processes is illustrated in the Figure 3.11. the two voting technique
are explained as follow (Ganaie et al., 2022):

1. Average voting

Average voting involves taking the arithmetic mean of the predictions from multiple
models. This method leverages the consensus among models to produce a final prediction,
reducing the impact of any single model’s errors.

2. Weighted voting

Weighted voting assigns different weights to the predictions of each model based
on their performance. Models with higher accuracy are given more influence in the final
prediction, ensuring that stronger models have a greater impact on the outcome.

3.7 Conclusion

Melanoma, the rarest but most deadly skin cancer, is hard to spot early because it
shows few clear signs. But catching it fast is key for patience life saving. Convolutional
Neural Networks (CNNs) have changed the situation by getting better at pulling out
details from pictures of skin lesions, helping with more accurate picks. Yet, we face a big
hurdle: there’s a lot more data on normal skin than on melanoma, leading to a bias in
our learning systems that can mess up their performance.

In this chapter, we tackle these problems by presenting a dataset balancing tech-
nique,then we explaining the architecture of our melanoma detection system,explaining
each phase of the system, and the use of pre-trained models for feature learning. By ad-
dressing these aspects, we aim to improve the classification and diagnosis of melanoma.
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Implementation and realization

4.1 Introduction

This chapter details the implementation of a melanoma detection system based on
deep learning and convolutional neural networks (CNN). The aim is to improve early
diagnosis of melanoma through accurate analysis of dermoscopic images.

The chapter describes each stage of the process, from the tools and environments
used to the development of the user interface. It also presents the data pre-processing
techniques, the selection and adjustment of the model’s hyperparameters, the experiments
carried out and an in-depth analysis of the system’s results and limitations.

4.2 Environment and tools

4.2.1 Programming language

Python :

It is a high-level scripting programming language. It has been around for 33 years
since it was made by Guido van Rossum and came out in 1991.

Python is a very popular language because it supports various programming
paradigms such as procedural, object-oriented and functional programming styles and
has a simple syntax that is easy to read and great for rapid application development, it
has a rich library and many add-on packages making it suitable for a wide range of appli-
cations, including data analysis, and artificial intelligence tasks such as image processing
(Python Software Foundation, 2024).

4.2.2 Environment

Kaggle :

It is an online platform for data science competitions that was founded in April
2010, now it has grown to become a community of data scientists and machine learning
practitioners.
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Kaggle offers a range of resources, including the discovery and the uploading of
datasets and pretrained models, alongside the programming environment, giving the pro-
grammers the opportunity to construct their own models and participate in competitions
(“Kaggle Documentation”; 2024).

4.2.3 Model construction tools

Tensorflow :

TensorFlow (tf), is a scientific computing library developed by Google specifically for
deep learning workloads, It executes all operations using tensor objects, with complicated
neural network algorithms consisting primarily of fundamental tensor operations such as
multiplication and addition, which facilitates the construction of artificial intelligence (AI)
models even by novice Python users (TensorFlow, 2024).

It has a wide range of applications, including handwritten digit identification, word
embeddings, facial recognition and classification tasks (TensorFlow, 2024).

Keras :

Keras is an open-source neural network computing framework, sometimes known as
a deep learning API, containing Python frontend and backend interfaces. It can be run
on top of frameworks such as TensorFlow or PyTorch (“About Keras”, 2024).

It is built as a highly modular and extendable high-level neural network interface,
making it a powerful and adaptable API (utilized in industrial-strength applications such
as NASA) allowing programmers to easely create and train models (Long & Zeng, 2022).

Keras is regarded as the second most popular deep learning framework, due to its
high level of abstraction and ease of use (“About Keras”, 2024).

4.2.4 Pre-processing tools

Pandas :

Pandas is a quick, powerful, flexible, and user-friendly open-source data analysis and
manipulation framework, built on the Python computing language (“pandas”, 2024). It of-
fers an in-memory NoSQL database that includes SQL-like syntax, rudimentary statistical
and analytic tools, and graphing features (Harrison, 2016).

Pandas is commonly used to replace Excel, execute ETL tasks, process tabular data,

load CSV or JSON files, and so on (Harrison, 2016).

Numpy :

NumPy is the abbreviation for "Numerical Python," known as a Python library
and the fundamental package for scientific computing that was created in 2005 by Travis
Oliphant (NumPy Developers, 2023).

It offers a multidimensional array objects and is intended to speed up array oper-
ations like as manipulation, sorting, selecting, basic linear algebra, and basic statistical
calculations, among others, according to its documentation (NumPy Developers, 2023).
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OpenCyv :

OpenCV stands for "Open Source Computer Vision Framework." It’s an open-source
library based on Python, created to offer a common infrastructure for computer vision
applications and to accelerate the use of machine perception in commercial products

(OpenCV Developers, 2024).

With its 2,500 optimized algorithms, OpenCV facilitates several computer vision
tasks: face recognition, object identification, human actions classification in videos, and
tracking tasks such as camera and object movements (OpenCV Developers, 2024).

SkLearn :

Scikit-learn is an abbreviation for "SciPy Toolkit-Learn." It is a free, open-source
machine learning library that is part of the SciPy ecosystem, designed for scientific and
technical computing in Python (scikit-learn Developers, 2024).

Developed by David Cournapeau, scikit-learn aims to be simple and efficient for
predictive data analysis tasks (scikit-learn Developers, 2024).

4.2.5 Plotting tools
MatPlotLib :

Matplotlib is a Python data visualization package developed by Michael Droettboom
et al. and first released in 2003. It features an object-oriented API to construct high-
quality, publishable plots and graphs (Matplotlib Developers, 2024).

This framework can handle a variety of plot types, such as line graphs, scatter plots,
bar charts, histograms, and more. It also supports customizing visual styles, layout,
and exporting to a variety of file types. Matplotlib is extensively used in the scientific
computing and data analysis fields, and it is simple to integrate with Jupyter notebooks
and graphical user interfaces (Matplotlib Developers, 2024).

4.2.6 Performance evaluation tools

In medical applications, particularly in binary classification tasks such as melanoma
detection, overall accuracy and error rate are insufficient for a full evaluation. Our study
focuses on evaluating the behavior of our CNN based classifiers using a variety of per-
formance indicators to acquire a better understanding of our system'’s efficacy, (Baratloo
et al., 2015):

Confusion matrix

A confusion matrix (as shown in table 4.1) | used to evaluates the model perfor-
mance by comparing true labels (melanoma or not melanoma) and predicted labels. The
intersections between these are: TP: True Positive (melanoma predicted as melanoma),
TN: True Negative (not melanoma predicted as not melanoma), FP: False Positive (not
melanoma predicted as melanoma), and FN: False Negative (melanoma predicted as not
melanoma).
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Predicted Positive | Predicted Negative
Actual Positive | True Positive (TP) False Negative (FN)
Actual Negative | False Positive (FP) | True Negative (TN)

Table 4.1: Confusion Matrix

Accuracy

As defined by the equation 4.1, it measures the proportion of true results (both true
positives and true negatives) among the total number of cases examined.

In melanoma detection, it represents the proportion of correctly identified melanoma
and non-melanoma cases out of all samples.It can be misleading in imbalanced datasets
where non-melanoma cases are much more prevalent.

TP+TN
TP+TN+ FP+ FN

Accuracy = (4.1)

Precision

Also known as Positive Predictive Value, It refers to the fraction of accurately rec-
ognized melanoma cases among all cases predicted as melanoma.

Defined by the equation 4.2:

TP
Precision = m—m (42)

Recall

Also called as Sensitivity or True Positive Rate, quantifies the fraction of true posi-
tive instances properly detected by the model. In melanoma detection, recall reveals how
many real melanoma cases were accurately recognized. It defined as 4.3:

TP
Recall = m—m (43)

F1l-score

It is also occasionally referred to as the F-score or F-measure. The F1 score is
established as a weighted average of precision and recall. Its most prominent and poorest
values are 1 and 0, respectively.

the Fl-score (Eq :4.4), Ensures that the model not only identifies as many melanoma
cases as possible (high recall) but also minimizes the number of false positives (high
precision).

Precision x Recall
F1S =2 4.4
core % Precision + Recall (4:4)
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ROC curve

It Refers to the Area Under the Receiver Operating Characteristic (ROC) Curve,
which is a graphical representation of the true positive rate (recall) against the false
positive rate.

In melanoma detection, it provides an aggregate measure of the model’s performance
across all classification thresholds, ensuring the model maintains high true positive rates
while keeping false positive rates low. The ROC curve itself is plotted with:

FP

FP+ TN)
(4.5)

y-axis: True Positive Rate (Recall), z-axis: False Positive Rate (FPR =

4.3 DataSet preparation

4.3.1 Used dataset description

The ISIC 2019 dataset was made available in 2019, This dataset contains a total of
33,569 images—25,331 training images and 8,238 test images,provided by researchers.

Similar to ISIC 2018, they offered ground truth data for the training set only, identi-
fying the classes of dermatofibroma (DF), vascular lesions (VASC), actinic keratosis (AK),
benign keratosis (BK), melanoma (MEL), and melanocytic nevus , in addition to basal
cell carcinoma (BCC) and (SCC), as shown in the figure 4.1.

A notable feature of the ISIC 2019 dataset is the presence of multiplets of single
lesions, which are variations of the same lesion at various zoom levels. These variances
might offer distinctive features that are significant at certain magnification settings.

Both training and testing sets include patient metadata. For the training set, meta-
data indicates the patient’s approximate age, anatomical site, lesion ID, and gender.
Lesion ID is specified for 23,247 images and unspecified for 2,084 images, with 11,848
unique IDs from a total of 25,331 images. The testing set consists of nine classes: eight
classes as in the training set, plus an additional unknown class. The testing metadata
indicates the patient’s approximate age, anatomical site, and gender.

The ISIC2019 does not release the ground truth for the testing set, so we used
the training set as our Dataset, which includes the ground truth, for our analysis. This
dataset comprises 25,331 lesion images, and the class distribution is shown in the table
4.2. This approach ensures that we have labeled data for accurate evaluation.
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MEL

SCC VASC

Figure 4.1: Samples from the I1SIC2019 skin cancer dataset.

4.3.2 Dataset restructuring

In order to adapt the ISIC database, initially composed of eight classes, to our binary
classification task (melanoma vs non-melanoma), we restructured it by grouping the seven
remaining classes into a single category called "non-melanoma". This reorganisation
simplified the classification and better matched the requirements of our machine learning
model. As shown in Table 4.2, the restructured database now consists of two classes:

e Melanoma: 4,522 images
e Non-melanoma: 20,809 images

This new breakdown makes it easier to interpret the results and validate the performance
of the melanoma detection system.

Class ISIC2019 Binary Classification Total
Melanoma 4522 Melanoma 4522
Melanocytic nevus 12,875

Basal cell carcinoma 3323

Actinic keratosis 867

Benign keratosis 2624 Non-Melanoma 20,809
Dermatofibroma 239

Vascular lesion 253

Squamous cell carcinoma 628

Table 4.2: ISIC2019 Classes Distribution and Our Binary Classification Distribution

4.3.3 Applying the proposed balancing technique

The ISIC2019 skin cancer dataset, initially consisting of 25,331 dermoscopic images
(see Table 4.2), was pre-processed to satisfy the requirements of binary melanoma classifi-
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cation. The images were reorganised and labelled, by assigning a value of 1 to melanoma
images (4,522 images) and a value of 0 to non-melanoma images (20,809 images). The
distribution of classes after reorganisation is shown in figure 4.2, highlighting a significant
imbalance between the majority (non-melanoma) and minority (melanoma) classes.
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Figure 4.2: The Classes distribution in our binary classification task (class 0 on the
left) illustrates the non-melanoma, (class 1 on the right) illustrates the melanoma.

To overcome this imbalance, a class balancing technique was applied, generating
five balanced subsets. These subsets are presented in Figure 4.3 and their distribution in
terms of samples is detailed in Table 4.3.

e e 4
)

ISIC2019 dataset

Non-Melanoma

.

Melanoma

(@)

SubSet 5

o (]

Non-Melanoma Melanoma
SubSet 1 SubSet 2
Non-Melanoma Melanoma Non-Melanoma Melanoma
SubSet 3 SubSet 4
| Non-Melanoma Melanoma Non-Melanoma Melanoma

(b)

Figure 4.3: The Subsets extraction process: (a) illustrates the 1SIC2019 dataset with
the imbalance issue, (b) illustrates the subsets extracted after undersampling.
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Number of Samples
Subsets Total
Melanoma | Non-Melanoma
subset 1 4162 8684
subset 2 4162 8684
subset 3 | 4522 4162 8684
subset 4 4162 8684
subset 5 4161 8683
Total 4522 20809 25331

Table 4.3: Distribution of Melanoma and Non-Melanoma Samples.

4.3.4 SubSets spliting

In order to evaluate the performance of our binary melanoma classification model,
we divided each data subset (melanoma and non-melanoma) into training, validation and
test sets. Data allocation followed the 70/20/10 rule, where 70% of the data was allocated
to model training, 20% to validation and 10% to testing. Specifically, 90% of each subset
was devoted to training, from which 20% was then extracted to form the validation set.
This careful division of data ensured a rigorous evaluation of the model, making sure that
it did not over-learn the training data and that it generalised well to the unknown data.
The data splitting process is illustrated in Figure 4.4.

[ The SubSet ]

90%. 10%.

[ Train Dataset ] [ Test Dataset ]

80% 20%.

'

[ Train Dataset ]

'

Validation Dataset ]

Figure 4.4: The Subsets Spliting Distribution.

For each subset, which has 8,684 samples, the distribution of the train, validation,
and test datasets will be as shown in the following Table 4.4. Note that within each class
(melanoma and non-melanoma), the samples are equally distributed across the train,
validation, and test datasets.
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Train Dataset (70%) Validation DataSet (20%) Test Dataset (10%)

Sample 6252 1563 869

Table 4.4: Distribution of Train, Validation, and Test Datasets for Fach Subset

4.3.5 data preprocessing

In our work, we adjusted the images to a size of 224x224 pixels, following the
specifications of the ResNet50 model that had been pre trained. Ensuring alignment,
with the models expected processing steps we standardized the images to fall within
the [0, 1] range. By utilizing Keras frameworks preprocess;nput function each image
underwent preparation to fulfill ResNet50s input criteria. This function upholds the color
consistency in the ImageNet dataset which’s essential for utilizing the pre existing weights.
The pre processing phase results in a float type array where RGB image data undergoes
conversion, to BGR format, where each color channel was calculated by subtracting mean
of all pixels present in ImageNet dataset without dividing (“resnet.preprocess input”,
2024). an example is presented in the Figure 4.5.

Original Image Preprocessed Image (scaled for visualization)

Figure 4.5: preprocess input function before and after.

4.3.6 Data augmentation

In order to enrich the training dataset and improve the generalisability of the model,
we exploited the ImageDataGenerator class of the TensorFlow Keras library to apply data

augmentation transformations. Details of the transformations applied are shown in Table
4.5.
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Augmentation parameters Range

Rotation range 20
Width shift range 0.2
Height shift range 0.2
Shear range 0.2
Zoom range 0.2
Horizontal flip True
Fill mode nearest
Rescale 1./255

Table 4.5: Image Augmentation Parameters and Their Ranges

It is important to note that these transformations were only applied during the
model training phase. This application has several advantages:

e Improved model generalisation.
e Prevention of overlearning.

e Management of input image variability.

4.4 Training phase

4.4.1 Model Hyper-parameters

There are no ideal hyperparameters available for direct application in deep learning.
The selection of hyperparameters is critical since it has a major impact on model perfor-
mance and convergence. Because of its relevance, we used a hyperparameter optimizer to
automatically investigate a wide range of hyperparameter alternatives.

The Optuna framework (Akiba et al., 2019), was specifically used to allow for an
efficient and methodical exploration of the hyperparameter space, ultimately improving
the model’s performance and generalization potential.

Parameters

We optimized certain hyperparameters (the hyper-parameters of the top layers)
using Optuna, while keeping others fixed (the base model) for stability and consistency.
This approach allows us to focus on optimizing key parameters without overwhelming the
model. The table 4.6 summarizes the hyperparameters optimized and the fixed parameters
used in our experiments.
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Parameter Type \ Range / Value
Hyperparameters Optimized by Optuna
Filter Size Integer [3, 5]
Dropout Rate Float [0.0, 0.4]
L1 Regularization Value | Log-uniform [le-5, le-2|
L2 Regularization Value | Log-uniform [le-5, le-2|

Number of Kernels

Categorical

{64, 128, 256}

Fixed Parameters

Base Model Fixed ResNetb0 (pre-trained on ImageNet)
Input Shape Fixed (224, 224, 3)
Optimizer Fixed Adam
Learning Rate Fixed 0.001
Loss Function Fixed Binary Crossentropy
Metrics Fixed Accuracy
Epochs Fixed 20
Callbacks Fixed EarlyStopping, ModelCheckpoint

Table 4.6: Summary of Hyperparameters and Fized Parameters for Optuna
Optimization

We applied hyper-parameter tuning on one of the subsets, with 10 trials and 20
epochs for each trial. The entire tuning process took around 2 hours and 30 minutes,
with each trial taking approximately 20 minutes. The results are presented in tables 4.7
and 4.8, where it can be seen that the best hyperparameters are observed in trial 6.

Metric Trial O | Trial 1 | Trial 2 | Trial 3 | Trial 4
Value 0.64 0.61 0.61 0.68 0.59
Dropout Rate 0.21 0.39 0.16 0.36 0.16
Filter Size 5 3 4 5 3
L1 Value 0.0001 | 0.0024 | 0.0048 | 0.0004 | 0.0000
L2 Value 0.0059 | 0.0001 | 0.0022 | 0.0043 | 0.0014
Num Kernel 64 256 256 128 128
Precision 0.62 0.71 0.78 0.58 0.65
Recall 0.89 0.64 0.48 0.93 0.82
F1 Score 0.73 0.67 0.59 0.72 0.73
Accuracy 0.65 0.68 0.66 0.62 0.68

Table 4.7: Summary of Optuna Trials and their Results (Trials 0 to 4)
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Metric Trial 5 | Trial 6 | Trial 7 | Trial 8 | Trial 9
Val Loss 0.60 0.47 0.59 0.62 0.62
Dropout Rate 0.15 0.00 0.15 0.26 0.20
Filter Size 3 3 4 5 4
L1 Value 0.001 0.01 0.0001 | 0.0030 | 0.0048
L2 Value 0.0003 0.01 0.0026 | 0.0000 | 0.0068
Num Kernel 256 256 64 256 64
Precision 0.75 0.79 0.69 0.79 0.70
Recall 0.58 0.77 0.79 0.49 0.71
F1 Score 0.66 0.78 0.73 0.61 0.70
Accuracy 0.68 0.78 0.70 0.67 0.69

Table 4.8: Summary of Optuna Trials and their Results (Trials 5 to 9)

Table 4.9, which details the hyperparameters of the model refined by our fine-tuning
process, giving a complete overview of its optimised configuration.

Parameter \ Type \ Range / Value
Hyperparameters Optimized by Optuna
Filter Size Integer 3

L1 Regularization Value | Log-uniform 0.01
L2 Regularization Value | Log-uniform 0.01
Number of Kernels Categorical 256

Fixed Parameters

Base Model Fixed ResNet50 (pre-trained on ImageNet)
Input Shape Fixed (224, 224, 3)
Optimizer Fixed Adam
Learning Rate Fixed 0.001
Loss Function Fixed Binary Crossentropy
Metrics Fixed Accuracy
Epochs Fixed 20
Callbacks Fixed EarlyStopping, ModelCheckpoint

Table 4.9: results hyperparameters for the resnet50 preptrained model.

4.4.2 Results and discussions

Experiment 1: Basic performance evaluation with ResNet50

In order to establish a baseline performance for melanoma detection, we use a pre-
trained ResNet50 model with custom top layers, which we apply to the ISIC2019 dataset
without prior modifications. Table 4.10 summarises the main training parameters used,
including details of the dataset, preprocessing methods. training took approximately 3
hours.
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Setting Details

Dataset ISIC2019

Data Augmentation None

Normalization Rescale

Class Imbalance Highly Imbalanced (2 classes)
Epochs 34

Batch Size 32

Dataset Split Train: 70%, Validation: 20%, Test: 10%
Training Images 18237

Validation Images 4560

Test Images 2534

Table 4.10: Training Settings for the First Experiment

The validation loss and precision curves are shown in Figure 4.6, while the Confusion
Matrix is shown in Figure 4.7, and finally, Table 4.11 details the following performance
measures: Precision, recall, F'1 score and accuracy.

Training and validation accuracy Training and validation loss

(a) training and validation accuracy graph (b) Training and validation loss graph

Figure 4.6: The training curves
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Figure 4.7: The confusion matriz on the test datasets
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Metric Value
Validation Loss 0.4185
Validation Accuracy 0.8402
Validation AUC 0.7721
Precision 0.7009
Recall 0.1814
F1 Score 0.2882

Overall Accuracy 0.8402

Table 4.11: Results metrics of the First Experiment

The training and validation curves show a promising performance of the model on
the validation data. The training and validation accuracies (Figure 4.6(a)) reach around
84% respectively and stabilise after around 10 epochs. This indicates that the model
converges rapidly and generalises well on the validation data. The loss curve (Figure
4.6(b)) follows a rapid downward trajectory initially before stabilising at around 0.4,
suggesting that the model is effectively minimising error during training. The ROC curve
shows an area under the curve (AUC) of 0.7721, indicating good discriminative ability of
the model between melanoma and non-melanoma classes.

However, the confusion matrix (Figure 4.7(b)) reveals that the model correctly iden-
tifies 2047 non-melanoma images and 82 melanoma images, but it also commits 35 false
positives and 370 false negatives. This imbalance suggests that the model is biased to-
wards the majority class (non-melanoma), resulting in low recall for the minority class
(melanoma).

The overall performance metrics reported in Table 4.10 highlight a good generalisa-
tion of the model. The AUC of 0.7721 confirms the discriminating ability observed in the
ROC curve. However, precision (0.7009) and recall (0.1814) reveal a significant disparity
in the model’s performance between classes. This low recall indicates that only 18.14%
of melanomas are correctly identified. These results highlight the need to improve the
model

Experiment 2: Performance evaluation with ResNet50 and the proposed bal-
ancing technique

As explained in Chapter 3, we propose to reorganise the dataset e into several subsets
in order to address the problem of data set imbalance. For this purpose, the ISIC 2019
dataset is restructured into 5 subsets, each of which is used to train its corresponding
deep learning model (Resnet50). The training parameters are the same for all subsets
and are shown in Table 4.12 below.
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Training Detail

Description

Number of Subsets

5

Model Architecture

ResNet-50 (5 models)

Data Augmentation

Applied to training dataset

Normalization Applied to all data
Epochs 100 epochs

Early Stopping Patience of 20 epochs
Checkpointing Save the best model
Metrics Validation loss

Training Time per Model

Approximately 4 hours

Total Training Time

Approximately 20 hours

Batch Size

32

Data Split

70% training, 20% validation, 10% test

Table 4.12: Training Details Summary

Figures 4.8 to 4.12 show the training curves for each model respectively, while Figures
4.13 to 4.15 show the ROC curves and confusion matrices for each model. Finally, the
evaluation measures for all models are summarised in Table 4.13.
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Figure 4.8: The training curves of the first model (100 epoch)
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Figure 4.9: The training curves of the second model (100 epoch)
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Figure 4.10: The training curves of the third model (100 epoch)
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Figure 4.11: The training curves of the third model (100 epoch)
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Figure 4.12: The training curves of the fifth model (100 epoch)

Melanoma Detection System Using Deep Learning Techniques 65



CHAPTER 4. IMPLEMENTATION AND REALIZATION

True Label

(a)

True Label

Confusion Matrix (Normalized)

Non-Melanoma

- 05

-04

-03

Melanoma

-02

i
Non-Melanoma

Melanoma

Predicted Label

The confusion matriz of the first model

True Label

Confusion Matrix (Normalized)

Non-Melanoma

- 0.5

- 0.4

-0.3

Melanoma

-0.2

i
Non-Melanoma Melanoma

Predicted Label

(b) The confusion matriz of the second
model

Figure 4.13: The confusion matrix of the first and the second models
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Figure 4.15: The evaluation ROC curve and confusion matrix of the fifth model

Metric Subset 1 | Subset 2 | Subset 3 | Subset 4 | Subset 5
Loss 49.15 42.95 44.70 45.95 45.20
Accuracy (%) 79.63 81.47 81.24 80.55 81.24
AUC (%) 87.42 90.63 90.04 88.65 88.86
Precision (%) 76.54 81.33 77.78 80.47 80.33
Recall (%) 87.86 83.66 89.62 82.78 84.77
F1 Score (%) 81.81 82.48 83.28 81.61 82.49

Table 4.13: FEvaluation Metrics of Five Models

Each of the five models (trained on subsets of the ISIC 2019 dataset) shows promis-
ing training and validation performance. The accuracy and loss graphs for the models
(Figures 4.8 to 4.12) reveal consistent trends. The accuracies range from 79.63% to
81.47%, where all models’ training and validation accuracies stabilize after around 10
epochs. The accuracy curves give good results, along with the loss curves, which decrease
rapidly during the initial epochs and stabilize afterward, with results ranging from 42.95%
to 49.15%.

The ROC curves and AUC values shown in Figure 4.15 provide an assessment of
the discriminatory abilities of the models; all models show good discriminatory abilities
between the melanoma and non-melanoma classes. Although model 2 stands out with
an AUC of 0.9063, indicating an excellent ability to distinguish melanoma from non-
melanoma. The other models had AUCs ranging from 0.8742 to 0.8911, also reflecting
good performance. A high AUC demonstrates an increased ability of the model to avoid
false positives and false negatives.

The confusion matrices for each model, shown in figures 4.13 to 4.15 | reveal the
distribution of correct and incorrect predictions: Our models performed well in predicting
non-melanoma (majority class) and melanoma (minority class). However, false positives
(non-melanoma classified as melanoma) and false negatives (melanoma classified as non-
melanoma) indicate areas for improvement, particularly in the detection of melanoma.
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The proposed balancing technique effectively deals with data imbalance, resulting in
improved recall and precision measures compared to the first experiment. Recall, which
indicates the sensitivity of the models to melanoma detection, increased from 82.78% to
89.62%. This improvement suggests a reduction in the bias of the models, enabling them
to detect a greater proportion of real melanomas.

All trained models were saved with their test dataset for future use and classification.

4.5 Classification phase

To leverage the best of our five models, we have adopted a decision fusion strategy.
This strategy aims to combine the strengths of each model to achieve even more accurate
melanoma detection performance. The process was as follows:

- Combining the test sets of the models: The test datasets generated by each of the
five models were merged to form a new, larger dataset for the final classification phase.
This process is illustrated in Table 4.14a.

- Splitting the new dataset: The new combined dataset was then split into separate
training and test sets, as shown in Table 4.14b.

- Prediction on the combined test set: Each model was used to predict melanoma
probabilities on the combined test set. This process generated five distinct probability
predictions, presented visually in Figure 4.16.

Using this decision fusion strategy, we can exploit the strengths of each model and
potentially improve the overall accuracy of melanoma detection.

Subset Number of Samples
Subset 1 Test Set 869 Split Number of
Subset 2 Test Set 869 Samples
Subset 3 Test Set 869 Training Set (80%) | 3477
Subset 4 Test Set 869 Test Set (20%) 868
Subset 5 Test Set 869 Total 4345

Total 4345 (b) Dataset Split into Training and Test
(a) Combined Dataset from the 5 Subsets Sets

Test Sets

Table 4.14: Summary of Combined Dataset and its Split
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Figure 4.16: The Train dataset prediction and their usage in both voting methods and
ml classifiers

4.5.1 Machine learning classifiers

To identify the best-performing fusion approach, we carried out extensive experi-
mentation involving three well-known machine learning classifiers: SVM (Support Vector
Machine), XGBoost and Logistic Regression. These classifiers were trained on the com-
bined predictions of the models, with the aim of learning to make a final decision on the
basis of this aggregated information. Table 4.15 summarises the training parameters used
for each classifier.

Classifier Parameter Value
n_estimators 100
XGBoost max_ depth )
learning rate 0.1
kernel rbf
SVM (RBF kernel) | C 10.0
gamma 0.01
Logistic Regression | degree 2
(with polynomial (PolynomialFeatures)
features) max_ iter 10000
(LogisticRegression)

Table 4.15: Parameters of the Classifiers

The classifier is then evaluated on the test dataset. This evaluation aims to measure
its performance in fusing model predictions and making the final decision for melanoma
detection. To do this, we used four key performance indicators: precision, accuracy, recall
and F-score. The detailed results of this evaluation are presented in Table 4.16.
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Metric XGBoost | SVM | Logistic Regression
Accuracy (%) 86.64 87.10 87.33
Precision (%) 85.18 85.31 86.16
Recall (%) 88.71 89.63 88.94
F1 Score (%) 86.91 87.42 87.53

Table 4.16: FEvaluation Metrics for XGBoost, SVM, and Logistic Regression

The machine learning classifiers show remarkable enhancement in performance,
wherein the accuracy varies between 86.64% to 87.33% where Logistic Regression obtained
the highest. Herein, precision values fall within 85.18% to 86.16% with Logistic Regression
performing better than other classifiers once again. The recall values lie between 88.71%
and 89.63% hence the best return being by SVM. With Logistic Regression leading, F1
Score stands between 86.91% and 87.53% balancing between recall and precision.Overall,
the fusion approach enhances accuracy, precision, recall, and F1 Score compared to in-
dividual models (accuracy below 82%), resulting in more robust and reliable melanoma
detection.

4.5.2 Voting methods

Besides using machine learning classifiers, we explored voting methods to combine
the model predictions. Specifically, we implemented average voting and weighted voting
techniques. These methods were applied directly to the training set since they do not
require additional training.

We computed the mean of the predictions using the NumPy library. This straight-
forward approach provides an aggregated decision by averaging the outputs of the five
models. Weighted voting, on the other hand, involved fine-tuning the weights assigned to
each model’s predictions to achieve the best performance with Possible Weights Range :
0.0 to 1.0 (step 0.1). The result of the fine-tuning are shown in the table 4.17.

Model | Weight After Fine-Tuning
Model 1 0.600
Model 2 0.100
Model 3 0.100
Model 4 0.200
Model 5 0.000

Table 4.17: Weights After Fine-Tuning

The results of these voting methods are presented in Figures 4.17 and 4.18 for average
voting and weighted voting respectively. The evaluation matrices, shown in Table 4.18.
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Metric Weighted Voting (%) | Average Voting (%)
Best Accuracy 87.73 86.03
Precision 86.07 84.24
Recall 90.03 88.65
F1 Score 88.01 86.39

Table 4.18: Comparison of Weighted Voting and Average Voting Results
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Figure 4.18: The evaluation ROC curve and confusion matrixz of the weighted voting

Weighted Voting outperforms Average Voting in aspects. It achieves results in
terms of accuracy (87.73%, vs. 86.03%) precision (86.07% vs. 84.24%) recall (90.03%
vs. 88.65%) and F1 Score (88.01% vs. 86.39%). This suggests that giving weights to
individual model predictions enhances the accuracy of the predictions made.

When compared to classifiers like XGBoost, SVM and Logistic Regression Weighted
Voting also demonstrates equivalent performance, particularly in recall and F1 Score
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making it more balanced and robust in its outcomes. Therefore Weighted Voting emerges
as the approach, for precise and dependable melanoma detection.

4.6 The system Interface

For user-friendly usability, we provide our melanoma detection system with a simple,
friendly interface that can be used to evaluate skin lesions and return the final prediction.
The interface has a simple home page that leads the user through the "Start Diagnosis"
button to the diagnosis page, as shown in the figure.

MelDetector

the aid for melanoma detection with'accuracy up to 87%

START DIAGNOSIS

Figure 4.19: The system home page.

After the user reaches the diagnosis page, they can upload the lesion image through
the "Upload Image" button, followed by selecting a model to use. The diagnosis page is
shown in the figure.

Melanoma Detection S

: . Choisi fichier | A fichier choisi
The early diagnosis is life saver, check earlier to save yourself. =S ‘ peun ficier chotst

This system helps you to diagnose melanoma. e
chose model from the five models

chose the global decision

Figure 4.20: The diagnosis page.

After the image upload and model selection, the page will return the diagnosis. The
results are shown in the figure 4.22 for a lesion that is not melanoma and in the figure for
a lesion that is melanoma 4.22.
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Prediction: No Melanoma

Figure 4.21: The results page where the diagnosis indicates Non melanoma.

Prediction: Melanoma

Figure 4.22: The results page where the diagnosis indicates melanoma.

4.7 Final discussion

The comparative analysis of the two experiments highlights the crucial importance
of data rebalancing in classification tasks where the classes are unbalanced, such as
melanoma detection.

While the first experiment obtained satisfactory results in terms of overall precision,
it nevertheless revealed notable weaknesses in terms of recall and melanoma detection.
Indeed, the imbalance of classes led to a neglect of actual melanoma cases, which raises
concerns for an application as critical as cancer detection. In contrast, the second ex-
periment, using balanced subsets, overcame these limitations. In addition to improving
recall and F1 scores, it also maintained high precision and discriminative ability. This
result demonstrates the effectiveness of rebalancing the data to compensate for the biases
introduced by the unequal distribution of classes.

On the other hand, a comparison with published works dealing with melanoma
detection reveals that our approach is a very respectable competitor, as shown by the
results in table 4.19. Our system achieves comparable or even superior performance to
some recent state-of-the-art methods, while proving simpler to implement and more robust
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in the face of data variations. These results confirm the great potential of our approach
for detecting melanoma from dermoscopic images.

Study ACC
(Mehra et al., 2021) 84.87%
(Barbosa et al., 2019) | 69%
(Hekler &  Kather, | 75.03%
2020a)
(Hekler &  Kather, | 75.03%
2020b)
(Adegun &  Viriri, | 95%
2020)
(Cassidy et al., 2022) | AUC:80%
(Cassidy et al., 2022) | 56%

Our proposed system | 87.77%

Table 4.19: Comparison with the Related Works

The proposed partitioning is a promising idea and does not require database infla-
tion, as it ensures diversity and sound learning without creating bias towards the majority
class, but training each subset on its own deep learning model will create pressure on
training resources. also further reprocessing can be useful to avoid the variance in this
dataset.

4.8 Conclusion

In conclusion, we have meticulously detailed the implementation of our melanoma
detection system, leveraging the power of Convolutional Neural Networks (CNN) within
the realm of deep learning. This system aims to enhance the early detection and diagnosis
of melanoma through accurate interpretation of dermoscopic images.

We thoroughly discuss each phase of the implementation process, starting with the
tools and environments utilized. The preprocessing techniques applied to the data are
elaborated upon, followed by an in-depth examination of the selection and fine-tuning of
model hyperparameters. We also outline the series of experiments conducted to refine
our model, describe the development of the user interface, and provide a comprehensive
analysis of the results along with an acknowledgment of the system’s limitations.
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Conclusion and Future Works

Melanoma, although a rarer form of skin cancer, is also one of the most deadly. Early
diagnosis is crucial to improving the chances of survival. However, traditional diagnostic
approaches based on visual examination and dermatoscopic imaging are often insufficient
to detect the disease at an early stage.

Automating melanoma diagnosis using deep learning and advanced imaging tech-
niques is now essential. Convolutional neural networks (CNNs) have shown promising
potential in medical image analysis due to their ability to identify complex patterns.
However, the imbalance of the data sets represents a major challenge for their training.
Images of non-melanoma lesions far outnumber melanoma images. This imbalance often
leads to biased models that are unable to detect melanoma accurately.

Our approach addresses the data imbalance by dividing the dataset into balanced
subsets. This reduces the numerical imbalance between non-melanoma classes, allowing
deep learning models pre-trained on these subsets to perform better. We used ResNet50
as a pre-trained model, associating it with each subset and combining its decisions by
mean and weighted voting. Classifiers such as SVM, XGBoost and logistic regression
were also applied.

Our results were promising. Individual models achieved up to 81% accuracy. By fus-
ing the model decisions, we further enhanced performance. The weighted voting method
produced the best results: 87.73% accuracy, 86.07% precision, 90% recall, and 88.01%
F1 score. This significant improvement highlights the importance of addressing dataset
imbalance and integrating multiple models to strengthen the overall detection system.

The results obtained in this study open up a number of promising avenues for future
work, aimed at further improving the performance of melanoma detection models. Some
key perspectives are as follows:

1. Improve weighted prediction fusion techniques to maximise performance by assign-
ing optimal weights based on individual model performance.

2. Use GANS to generate synthetic images of melanoma.

3. Combine several model architectures (e.g. ResNet, Inception, EfficientNet) to take
advantage of their respective strengths, using ensemble techniques.
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