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Abstract.
This work was devoted to studying the existence, uniqueness of solutions for two classes

of sequential fractional neutral functional differential equations.

The first category is the Caputo-Hadamard type, while the second is the ψ-Caputo opera-

tor type.

The method used to study this type of equation depends on converting the equation into

an integral equation before using the appropriate fixed point theory, The Banach fixed

point theorem, a nonlinear alternative of Leray-Schauder type and Krasnoselski fixed point

theorem are used to obtain the desired results.

Finally, examples illustrating the main results are presented.
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Introduction

Functional differential equations are found to be of central importance in many disci-

plines such as control theory, neural networks, epidemiology, etc. [19]. In analyzing the

behavior of real populations, delay differential equations are regarded as effective tools.

Since the delay terms can be finite as well as infinite in nature, one needs to study these

two cases independently. Moreover, the delay terms may appear in the derivatives in-

volved in the given equation. As it is difficult to formulate such a problem, an alterna-

tive approach is followed by considering neutral functional differential equations. On the

other hand, fractional derivatives are capable to describe hereditary and memory effects

in many processes and materials. So the study of neutral functional differential equations

in presence of fractional derivatives constitutes an important area of research. For more

details, see the text [33].

In recent years, there has been a significant development in fractional calculus, and

initial and boundary value problems of fractional differential equations, see the mono-

graphs of Kilbas et al. [21], Lakshmikantham et al. [24], Miller and Ross [25], Podlubny

[26], Samko et al. [27], Diethelm [13] and a series of papers [1, 2, 3, 4, 12, 14, 15, 20, 30, 32]

and the references therein. One can notice that much of the work on the topic involves

Riemann-Liouville and Caputo type fractional derivatives. Besides these derivatives, there

is an other fractional derivative introduced by Hadamard in 1892 [18], which is known as

iv



University of 08 Mai 1945-Guelma Department of Mathematics

Hadamard derivative and differs from aforementioned derivatives in the sense that the

kernel of the integral in its definition contains logarithmic function of arbitrary expo-

nent. A detailed description of Hadamard fractional derivative and integral can be found

in [9, 10, 11] and references cited therein.

In [7], the authors studied an initial value problem (IVP) for Riemman-Liouville type

fractional functional and neutral functional differential equations with infinite delay. Re-

cently, initial value problems for fractional order Hadamard-type functional and neutral

functional differential equations and inclusions were respectively investigated in [3, 5],

while an IVP for retarded functional Caputo type fractional impulsive differential equa-

tions with variable moments was discussed in [16].

In this memory, we investigate a new class of Hadamard-type sequential fractional

neutral functional differential equations. Our study is based on fixed point theorems due

to Banach and Krasnoselskii [23], and nonlinear alternative of Leray-Schauder type [17].
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Chapter 1

Preliminaries

1.1 Functional spaces

Definition 1.1.1. (Norm [28]).
Let E be a vector space on R. We call a norm on E any application ‖.‖ : E → R+
checked

1. ∀x ∈ E : ‖x‖ = 0 ⇐⇒ x = 0.

2. ∀λ ∈ R,∀x ∈ E : ‖λx‖ = |λ|‖x‖ (homogeneity).

3. ∀x, y ∈ E : ‖x + y‖ ≤ ‖x‖+‖y‖ (triangular inequality).

we say that then (E,‖.‖) is a normalized vector space.

Exemple 1.1.1. C(J;R) This space with norm given by

‖y‖∞ = sup{|y(t )| : t ∈ J }

Definition 1.1.2. (Cauchy sequence)
Let (X ,‖.‖X ) a normalized vector space (xn)n∈N a sequence of X . We say that (xn)n∈N
is said to be-Cauchy (or fundamental) if
∀ε> 0,∃Nε ≥ 0,∃n > Nε,∀m ≥ Nε,‖xn+m −xn‖X ≤ ε.

1
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Definition 1.1.3. (Complete metric spaces [8]).
The space (X ,‖.‖) is said to be complete if every Cauchy sequence in X converges (that
is, has a limit which is an element of X .

Exemple 1.1.2. The real line (R, |.|) and the complex plane (C, |.|) are complete metric spaces.

Definition 1.1.4. (Banach Space [28]).
A normed space X is a vector space with a norm defined on it, A Banach space is a
complete normed space (complete in the metric defined by the norm) Here a nonn on
a (real or complex) vector space X is a real-valued function on X whose value at an
x ∈ X

Exemple 1.1.3. C (J ;R) This space is a Banach space.

Definition 1.1.5. (Continnous mapping [8]).
A mapping A is said to be continuous, if for every ε> 0 there is a δ> 0 such that

(x ′, x ′′ ∈ D A) : ‖x ′−x ′′‖ < δ=⇒‖Ax ′− Ax ′′‖ < ε

Definition 1.1.6. (Bounded linear operator [8]).
Let X and Y be normed spaces and T : D(T ) → Y a linear operator, where D(T ) ⊂ X .
The operator T is said to be bounded if there is a real number c such that for all
x ∈ D(T ),

‖T x‖ ≤ c‖x‖
Hence the answer to our question is that the smallest possible c is that supremum.
This quantity is denoted by

‖T ‖ = sup‖x‖≤1‖T x‖ = supx∈DT

‖T x‖
‖x‖ (x 6= 0)

Thesis for obtaining the Diploma
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Definition 1.1.7. (Space C
′
[a,b] ). The space C 1[a,b] or C

′
[a,b] is the normed space

of all continuously differentiable functions on J = [a,b] with norm defined by

x = max
t∈J

|x(t )|+max
t∈J

|x ′
(t )|.

1.2 Integrals and fractional derivatives

In this section, we introduce notation, definitions, and preliminary facts that we need in

the sequel.

By C (J ,R) we denote the Banach space of all continuous functions from J into R with

the norm

‖y‖∞ := sup{|y(t )| : t ∈ J }.

Also Cr is endowed with norm

‖φ‖C := sup{|φ(θ)| : −r ≤ θ ≤ 0}.

Let ψ : [a,ℑ] →R be increasing and ψ′(ς) 6= 0, ∀ς.

Definition 1.2.1 ([21]). The Hadamard derivative of fractional order q for a function g :

[1,∞) →R is defined as

Dq g (t ) = 1

Γ(n −q)

(
t

d

d t

)n
∫ t

1

(
log

t

s

)n−q−1 g (s)

s
d s, n −1 < q < n, n = [q]+1,

where [q] denotes the integer part of the real number q and log(·) = loge (·).

Definition 1.2.2 ([21]). The Hadamard fractional integral of order q for a function g is

defined as

I q g (t ) = 1

Γ(q)

∫ t

1

(
log

t

s

)q−1 g (s)

s
d s, q > 0,

provided the integral exists.
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Lemma 1.2.1. The function y ∈C 2([1− r,b],R) is a solution of the problem

Dα[Dβy(t )− g (t , yt )] = f (t , yt ), t ∈ J := [1,b],

y(t ) =φ(t ), t ∈ [1− r,1],

Dβy(1) = η ∈R,

(1.1)

if and only if

y(t ) =



φ(t ), if t ∈ [1− r,1],

φ(1)+ (η− g (1,φ(1)))
(log t )β

Γ(β+1)

+ 1

Γ(β)

∫ t

1

(
log

t

s

)β−1 g (s, ys)

s
d s

+ 1

Γ(α+β)

∫ t

1

(
log

t

s

)α+β−1 f (s, ys)

s
d s, if t ∈ [1,b].

(1.2)

where Dα,Dβ are the Caputo-Hadamard fractional derivatives, 0 <α,β< 1, f , g : J×C ([−r,0],R) →
R are given functions and φ ∈C ([1− r,1],R).

Proof 1.2.1. The solution of Hadamard differential equation in (1.1) can be written as

Dβy(t )− g (t , yt ) = 1

Γ(α)

∫ t

1

(
log

t

s

)α−1 f (s, ys)

s
d s + c1, (1.3)

where c1 ∈ R is arbitrary constant. Using the condition Dβy(1) = η we find that c1 = η−
g (1,φ(1)). Then we obtain

y(t ) = (η− g (1,φ))
(log t )β

Γ(β+1)
+ 1

Γ(β)

∫ t

1

(
log

t

s

)β−1 g (s, ys)

s
d s

+ 1

Γ(α+β)

∫ t

1

(
log

t

s

)α+β−1 f (s, ys)

s
d s + c2.

From the above equation we find c2 =φ(1) and (1.2) is proved. The converse follows by direct

computation.
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Definition 1.2.3 ([6, 21]). The ψ-Riemann-Liouville fractional integral (ψ-RLFI) of order

α> 0 for a CF ϕ : [a,ℑ] →R is referred to as

I
α;ψ
a ϕ(ς) = 1

Γ(α)

∫ ς

a

(
ψ(ς)−ψ(s)

)α−1
ψ′(s)ϕ(s)d s.

Definition 1.2.4 ([6, 21]). The ψ-Caputo fractional derivative (ψ-CFD) of order α> 0 for a

CF ϕ : [a,ℑ] →R is the aim of

D
α;ψ
a ϕ(ς) = 1

Γ(n −α)

∫ ς

a

(
ψ(ς)−ψ(s)

)n−α−1
ψ′(s)∂n

ψϕ(s)d s, ς> a, n −1 <α< n,

where ∂n
ψ = ( 1

ψ′(ς)

d

dς

)n , n ∈N

Lemma 1.2.2 ([6, 21]). Let q,`> 0, and ϕ ∈C ([a,b],R). Then,∀ς ∈ [a,b] , and by assuming

Fa(ς) =ψ(ς)−ψ(a), we have

1. I
q ;ψ

a I
`;ψ
a ϕ(ς) =I

q+`;ψ
a ϕ(ς),

2. D
q ;ψ
a I

q ;ψ
a ϕ(ς) =ϕ(ς),

3. I
q ;ψ

a (Fa(ς))`−1 = Γ(`)

Γ(`+q)
(Fa(ς))`+q−1,

4. D
q ;ψ
a (Fa(ς))`−1 = Γ(`)

Γ(`−q)
(Fa(ς))`−q−1,

5. D
q ;ψ
a (Fa(ς))k = 0, for k ∈ {0, ...,n −1} , n ∈N, q ∈ (n −1,n].

Lemma 1.2.3 ([6, 21]). Let n −1 < α < n, β > 0, a > 0, ϕ ∈ L(a,T ),Dα;ψ
a ϕ ∈ L(a,T ). Then,

the differential equation

D
α;ψ
a ϕ= 0
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has the unique solution

ϕ(ς) = c0 + c1(ψ(ς)−ψ(a))+ c2(ψ(ς)−ψ(a))2 +·· ·+cn−1(ψ(ς)−ψ(a))n−1,

and

I
α;ψ
a D

α;ψ
a ϕ(ς) =ϕ(ς)+ c0 + c1(ψ(ς)−ψ(a))+ c2(ψ(ς)−ψ(a))2 +·· ·+cn−1(ψ(ς)−ψ(a))n−1,

with c` ∈R, `= 0,1, ...,n −1.

Furthermore,

D
α;ψ
a I

α;ψ
a ϕ(ς) =ϕ(ς),

and

I
α;ψ
a I

β;ψ
a ϕ(ς) =I

β;ψ
a I

α;ψ
a ϕ(ς) =I

α+β;ψ
a ϕ(ς).

Lemma 1.2.4. The function y ∈C 2([a − r,b],R) is a solution of the problem

D
α1;ψ
a [Dα2;ψ

a y(t )− g (t , yt )] = f (t , yt ), t ∈ J := [a,b],

y(t ) =φ(t ), t ∈ [a − r, a],

D
α2;ψ
a y(a) = η ∈R

(1.4)

if and only if

y(t ) =



φ(t ), if t ∈ [a − r, a],

φ(a)+ (η− g (a,φ(a))
(ψ(t )−ψ(a))α2

Γ(α2 +1)

+ 1

Γ(α2)

∫ t

a

(
ψ(t )−ψ(s)

)α2−1
ψ′(s)g (s, ys)d s

+ 1

Γ(α1 +α2)

∫ t

a

(
ψ(t )−ψ(s)

)α1+α2−1
ψ′(s) f (s, ys)d s, if t ∈ [a,b].

(1.5)

where D
α1;ψ
a ,Dα2;ψ

a are theψ-Caputo fractional derivatives, 0 <α1,α2 < 1, f , g : J×C ([−r,0],R) →
R are given functions and φ ∈C ([a − r, a],R).
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Proof 1.2.2. The solution of ψ-Caputo differential equation in (1.4) can be written as

D
α2;ψ
a y(t )− g (t , yt ) = 1

Γ(α1)

∫ t

a

(
ψ(t )−ψ(s)

)α1−1
ψ′(s) f (s, ys)d s + c1, (1.6)

where c1 ∈ R is arbitrary constant. Using the condition D
α2;ψ
a y(a) = η we find that c1 =

η− g (a,φ(a)). Then we obtain

y(t ) = (η− g (a,φ(a)))
(ψ(t )−ψ(a))α2

Γ(α2 +1)

+ 1

Γ(α2)

∫ t

a

(
ψ(t )−ψ(s)

)α2−1
ψ′(s)g (s, ys)d s

+ 1

Γ(α1 +α2)

∫ t

a

(
ψ(t )−ψ(s)

)α1+α2−1
ψ′(s) f (s, ys)d s + c2.

From the above equation we find c2 =φ(a) and (1.5) is proved. The converse follows by direct

computation.

1.3 Some fixed point theorems

Fixed point theorems allow us to transform a fractional differential problem into a prob-

lem of the following form T x = x. These theorems provide sufficient conditions for our

fractional problem to admit a solution.

Definition 1.3.1. (Bounded set ). Show that a subset M in a normed space X is
bounded if and only if there is a positive nwnber c such that‖x‖ ≤ cfor every x ∈ M.

Definition 1.3.2. (Compactness). A metric space X is said to be compact if every se-
quence in X has a convergent subsequence. A subset M of X is said to be compact
if M is compact considered as a subspace of X , that is, if every sequence in M has a
convergent subsequence whose limit is an element of M.

Definition 1.3.3. (Relatively compact). A subset M of X is said to be relatively com-
pact , that is, the closure M is compact.
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Definition 1.3.4. (Equicontinuous). A sequence (xn) in C [a,b] is said to be equicon-
tinuous if for every ε> 0 there is a δ> 0, depending only on ε, such that for all xn and
all s1, s2 ∈ [a,b] satisfying |s1 − s2| < δ we have

|xn(s1)−xn(s2)| < ε.

Definition 1.3.5. (Contraction). Let X = (X ,d) be a metric space. A mapping T : X →
X is called a contraction on X if there is a positive real number a < 1 such that for all
x, y ∈ X

d(T x,T y)5 ad(x, y)

Definition 1.3.6. (Fixed point) A fixed point of a mapping T : X → X of a set X into
itself is an x ∈ X which is mapped onto itself (is "kept fixed" by T ), that is,

T x = x

the image T x coincides with x .

Definition 1.3.7. (Compact linear operator). Let X and Y be normed spaces. An op-
erator T : X −→ Y is called a compact linear operator (or completely continuous lin-
ear operator) if T is linear and if for every bounded subset M of X , the image T (M) is
relatively compact, that is, the closure T (M) is compact.

Theorem 1.3.1. (Banach Fixed Point Theorem (Contraction Theorem [17]) ).
Consider a metric space X = (X ,d), where X 6=∅. Suppose that X is complete and let
T : X → X be a contraction on X . Then T has precisely one fixed point.

Theorem 1.3.2. (Arzelà-Ascoli theorem [31]).
Let Ω be a set of X . Then Ω is relatively compact in X if and only if the following
conditions are verified
1.Ω is uniformly bounded.
2.Ω is equicontinuous.

Thesis for obtaining the Diploma
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Theorem 1.3.3. (Schauder [29]).
Let C be a nonempty closed convex subset of a Banach space X and Φ : C −→ C be a
continuous compact application. ThenΦ has a fixed point in C .
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Chapter 2

Existence and uniqueness of solutions for
Caputo-Hadamard

This work is concerned with the existence and uniqueness of solutions to the following

initial value problem (IVP) of Caputo-Hadamard sequential fractional order neutral func-

tional differential equations

Dα[Dβy(t )− g (t , yt )] = f (t , yt ), t ∈ J := [1,b], (2.1)

y(t ) =φ(t ), t ∈ [1− r,1], (2.2)

Dβy(1) = η ∈R, (2.3)

where Dα,Dβ are the Caputo-Hadamard fractional derivatives, 0 <α,β< 1, f , g : J×C ([−r,0],R) →
R are given functions andφ ∈C ([1−r,1],R). For any function y defined on [1−r,b] and any

t ∈ J , we denote by yt the element of Cr :=C ([−r,0],R) defined by

yt (θ) = y(t +θ), θ ∈ [−r,0].

10
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2.1 Existence and uniqueness result

In this section, we establish the existence and uniqueness of a solution for the IVP (2.1)–

(2.3).

Definition 2.1.1. A function y ∈C 2([1−r,b],R), is said to be a solution of (2.1)–(2.3) if
y satisfies the equation Dα[Dβy(t )−g (t , yt )] = f (t , yt ) on J , the condition y(t ) =φ(t )
on [1− r,1] and Dβy(1) = η.

The next theorem gives us a uniqueness result using the assumptions

(A1) there exists `> 0 such that

| f (t ,u)− f (t , v)| ≤ `‖u − v‖C , for t ∈ J and every u, v ∈Cr ;

(A2) there exists a nonnegative constant k such that

|g (t ,u)− g (t , v)| ≤ k‖u − v‖C , for t ∈ J and every u, v ∈Cr .

Theorem 2.1.1. Assume that (A1), (A2) hold. If

k(logb)β

Γ(β+1)
+ `(logb)α+β

Γ(α+β+1)
< 1, (2.4)

then there exists a unique solution for IVP (2.1)–(2.3) on the interval [1− r,b].

Proof 2.1.1. Consider the operator N : C ([1− r,b],R) →C ([1− r,b],R) defined by

N (y)(t ) =



φ(t ), if t ∈ [1− r,1],

φ(1)+ (η− g (1,φ))
(log t )β

Γ(β+1)

+ 1

Γ(β)

∫ t

1

(
log

t

s

)β−1 g (s, ys)

s
d s

+ 1

Γ(α+β)

∫ t

1

(
log

t

s

)α+β−1 f (s, ys)

s
d s, if t ∈ J .

(2.5)
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To show that the operator N is a contraction, let y, z ∈C ([1− r,b],R). Then we have

|N (y)(t )−N (z)(t )| ≤ 1

Γ(β)

∫ t

1

(
log

t

s

)β−1 |g (s, ys)− g (s, zs)|
s

d s

+ 1

Γ(α+β)

∫ t

1

(
log

t

s

)α+β−1 | f (s, ys)− f (s, zs)|
s

d s

≤ k

Γ(β)

∫ t

1

(
log

t

s

)β−1 ‖ys − zs‖C

s
d s

+ `

Γ(α+β)

∫ t

1

(
log

t

s

)α+β−1‖ys − zs‖C d s

≤ k(log t )β

Γ(β+1)
‖y − z‖[1−r,b] +

`(log t )α+β

Γ(α+β+1)
‖y − z‖[1−r,b].

Consequently we obtain

‖N (y)−N (z)‖[1−r,b] ≤
[k(logb)β

Γ(β+1)
+ `(logb)α+β

Γ(α+β+1)

]
‖y − z‖[1−r,b],

which, in view of (2.4), implies that N is a contraction. Hence N has a unique fixed point by

Banach’s contraction principle. This, in turn, shows that problem (2.1)–(2.3) has a unique

solution on [1− r,b].

2.2 Existence results

In this section, we establish our existence results for the IVP (2.1)–(2.3). The first result is

based on Leray-Schauder nonlinear alternative.

Lemma 2.2.1 (Nonlinear alternative for single valued maps [17]). Let E be a Banach
space, C a closed, convex subset of E, U an open subset of C and 0 ∈U . Suppose that
F : U →C is a continuous, compact (that is, F (U ) is a relatively compact subset of C )
map. Then either

(i) F has a fixed point in U , or

(ii) there is a u ∈ ∂U (the boundary of U in C ) and λ ∈ (0,1) with u =λF (u).
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For the next theorem we need the following assumptions:

(A3) f , g : J ×Cr →R are continuous functions;

(A4) there exist a continuous nondecreasing function ψ : [0,∞) → (0,∞) and a function

p ∈C (J ,R+) such that

| f (t ,u)| ≤ p(t )ψ(‖u‖C )for each (t ,u) ∈ J ×Cr ;

(A5) there exist constants d1 < Γ(β+1)(logb)−β and d2 ≥ 0 such that

|g (t ,u)| ≤ d1‖u‖C +d2, t ∈ J , u ∈Cr .

(A6) there exists a constant M > 0 such that(
1− d1(logb)β

Γ(β+1)

)
M

M0 +ψ(M)‖p‖∞ 1
Γ(α+β+1) (logb)α+β

> 1,

where

M0 = ‖φ‖C + [|η|+d1‖φ‖C +2d2]
(logb)β

Γ(β+1)
.

Theorem 2.2.1. Under assumptions (A3)–(A6) hold, IVP (2.1)–(2.3) has at least one
solution on [1− r,b].

Proof 2.2.1. We shall show that the operator N : C ([1− r,b],R) →C ([1− r,b],R) defined by

(2.5) is continuous and completely continuous.
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Step 1: N is continuous. Let {yn} be a sequence such that yn → y in C ([1− r,b],R). Then

|N (yn)(t )−N (y)(t )|
≤ 1

Γ(β)

∫ t

1

(
log

t

s

)β−1 |g (s, yns)− g (s, ys)|
s

d s

+ 1

Γ(α+β)

∫ t

1

(
log

t

s

)α+β−1| f (s, yns)− f (s, ys)|d s

s

≤ 1

Γ(β)

∫ b

1

(
log

t

s

)β−1 sup
s∈[1,b]

|g (s, yns)− g (s, ys)|d s

s

+ 1

Γ(α+β)

∫ b

1

(
log

t

s

)α+β−1 sup
s∈[1,b]

| f (s, yns)− f (s, ys)|d s

s

≤ ‖g (·, yn .)− g (·, y.)‖∞
Γ(β)

∫ b

1

(
log

t

s

)β−1 d s

s

+ ‖ f (·, yn .)− f (·, y.)‖∞
Γ(α+β)

∫ b

1

(
log

t

s

)α+β−1 d s

s

≤ (logb)β‖g (·, yn .)− g (·, y.)‖∞
Γ(β+1)

+ (logb)α+β‖ f (·, yn .)− f (·, y.)‖∞
Γ(α+β+1)

.

Since f , g are continuous functions, we have

‖N (yn)−N (y)‖∞

≤ (logb)β‖g (·, yn .)− g (·, y.)‖∞
Γ(β+1)

+ (logb)α+β‖ f (·, yn .)− f (·, y.)‖∞
Γ(α+β+1)

→ 0

as n →∞.

Step 2: N maps bounded sets into bounded sets in C ([1− r,b],R). Indeed, it is sufficient to

show that for any θ > 0 there exists a positive constant ˜̀ such that for each y ∈ Bθ = {y ∈
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C ([1− r,b],R) : ‖y‖∞ ≤ θ}, we have ‖N (y)‖∞ ≤ ˜̀. By (A4) and (A5), for each t ∈ J , we have

|N (y)(t )| ≤ ‖φ‖C + [|η|+d1‖φ‖C +d2]
(logb)β

Γ(β+1)

+ 1

Γ(β)

∫ t

1

(
log

t

s

)β−1|g (s, ys)|d s

s

+ 1

Γ(α+β)

∫ t

1

(
log

t

s

)α+β−1| f (s, ys)|d s

s

≤ ‖φ‖C + [|η|+d1‖φ‖C +d2]
(logb)β

Γ(β+1)

+ d1‖y‖[1−r,b] +d2

Γ(β)

∫ t

1

(
log

t

s

)β−1 d s

s

+ ψ(‖y‖[1−r,b])‖p‖∞
Γ(α+β)

∫ t

1

(
log

t

s

)α+β−1 d s

s

≤ ‖φ‖C + [|η|+d1‖φ‖C +d2]
(logb)β

Γ(β+1)

+ d1‖y‖[1−r,b] +d2

Γ(β+1)
(logb)β+ ψ(‖y‖[1−r,b])‖p‖∞

Γ(α+β+1)
(logb)α+β.

Thus

‖N (y)‖∞ ≤ ‖φ‖C + [|η|+d1(θ+‖φ‖C )+2d2]
(logb)β

Γ(β+1)

+ ψ(θ)‖p‖∞
Γ(α+β+1)

(logb)α+β := ˜̀.

Step 3: N maps bounded sets into equicontinuous sets of C ([1−r,b],R). Let t1, t2 ∈ J , t1 < t2,
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Bθ be a bounded set of C ([1− r,b],R) as in Step 2, and let y ∈ Bθ. Then

|N (y)(t2)−N (y)(t1)|
≤ |η|+d1‖φ‖C +d2

Γ(β+1)
[(log t2)β− (log t1)β]

+
∣∣∣ 1

Γ(β)

∫ t1

1

[(
log

t2

s

)β−1 −
(

log
t1

s

)β−1]
g (s, ys)

d s

s

+ 1

Γ(β)

∫ t2

t1

(
log

t2

s

)β−1
g (s, ys)

d s

s

∣∣∣
+

∣∣∣ 1

Γ(α+β)

∫ t1

1

[(
log

t2

s

)α+β−1 −
(

log
t1

s

)α+β−1]
f (s, ys)

d s

s

+ 1

Γ(α+β)

∫ t2

t1

(
log

t2

s

)α+β−1
f (s, ys)

d s

s

∣∣∣
≤ |η|+d1‖φ‖C +d2

Γ(β+1)
[(log t2)β− (log t1)β]

+ d1θ+d2

Γ(β)

∫ t1

1

[(
log

t2

s

)β−1 −
(

log
t1

s

)β−1]d s

s

+ d1θ+d2

Γ(β)

∫ t2

t1

(
log

t2

s

)β−1 d s

s

+ ψ(θ)‖p‖∞
Γ(α+β)

∫ t1

1

[(
log

t2

s

)α+β−1 −
(

log
t1

s

)α+β−1]d s

s

+ ψ(θ)‖p‖∞
Γ(α+β)

∫ t2

t1

(
log

t2

s

)α+β−1 d s

s

≤ |η|+d1‖φ‖C +d2

Γ(β+1)
[(log t2)β− (log t1)β]

+ d1θ+d2

Γ(β+1)
[
∣∣(log t2)β− (log t1)β

∣∣+| log t2/t1|β]

+ ψ(θ)‖p‖∞
Γ(α+β+1)

[
∣∣(log t2)α+β− (log t1)α+β

∣∣+| log t2/t1|α+β].

As t1 → t2 the right-hand side of the above inequality tends to zero. The equicontinuity for

the cases t1 < t2 ≤ 0 and t1 ≤ 0 ≤ t2 is obvious.

As a consequence of Steps 1 to 3, it follows by the Arzelá-Ascoli theorem that N : C ([1−
r,b],R) →C ([1− r,b],R) is continuous and completely continuous.

Thesis for obtaining the Diploma
Master’s degree in Mathematics
Option: EDP And Numerical Analysis

16 Presented by : Sifeddine. AOUISSI
Directed by : Dr. Rabah. DEBBAR

Academic year 2023/2024



University of 08 Mai 1945-Guelma Department of Mathematics

Step 4: We show that there exists an open set U ⊆C ([1− r,b],R) with y 6=λN (y) for λ ∈ (0,1)

and y ∈ ∂U . Let y ∈C ([1−r,b],R) and y =λN (y) for some 0 <λ< 1. Then, for each t ∈ J , we

have

y(t ) =λ
(
φ(1)+ (η− g (1,φ(1)))

(log t )β

Γ(β+1)
+ 1

Γ(β)

∫ t

1

(
log

t

s

)β−1 g (s, ys)

s
d s

+ 1

Γ(α+β)

∫ t

1

(
log

t

s

)α+β−1 f (s, ys)

s
d s

)
.

By our assumptions, for each t ∈ J , we obtain

|y(t )| ≤ ‖φ‖C + [|η|+d1‖φ‖C +d2]
(logb)β

Γ(β+1)

+ d1‖y‖[1−r,b] +d2

Γ(β)

∫ t

1

(
log

t

s

)β−1 d s

s

+ 1

Γ(α+β)

∫ t

1

(
log

t

s

)α+β−1p(s)ψ(‖ys‖C )
d s

s

≤ ‖φ‖C + [|η|+d1‖φ‖C +d2]
(logb)β

Γ(β+1)
+ d1‖y‖[1−r,b] +d2

Γ(β+1)
(logb)β

+ ‖p‖∞ψ(‖y‖[1−r,b])

Γ(α+β+1)
(logb)α+β,

which can be expressed as (
1− d1(logb)β

Γ(β+1)

)
‖y‖[1−r,b]

M0 +ψ(‖y‖[1−r,b])‖p‖∞ 1
Γ(α+β+1) (logb)α+β

≤ 1.

In view of (A6), there exists M such that ‖y‖[1−r,b] 6= M. Let us set

U = {y ∈C ([1− r,b],R) : ‖y‖[1−r,b] < M }.

Note that the operator N : U → C ([1− r,b],R) is continuous and completely continuous.

From the choice of U , there is no y ∈ ∂U such that y =λN y for some λ ∈ (0,1). Consequently,

by the nonlinear alternative of Leray-Schauder type (Lemma 2.2.1), we deduce that N has a

fixed point y ∈U which is a solution of the problem (2.1)-(2.3). This completes the proof.
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The second existence result is based on Krasnoselskii’s fixed point theorem.

Lemma 2.2.2 (Krasnoselskii’s fixed point theorem [23]). Let S be a closed, bounded,
convex and nonempty subset of a Banach space X . Let A,B be the operators such
that (a) Ax +B x ∈ S whenever x, y ∈ S; (b) A is compact and continuous; (c) B is a
contraction mapping. Then there exists z ∈ S such that z = Az +B z.

Theorem 2.2.2. Assume that (A2) and (A3) hold. In addition we assume that

(A7) | f (t , x)| ≤µ(t ), |g (t , x)| ≤ ν(t ), for all (t , x) ∈ J ×R, and µ,ν ∈C (J ,R+).

Then problem (2.1)-(2.3) has at least one solution on [1− r,b], provided

k(logb)β

Γ(β+1)
< 1. (2.6)

Proof 2.2.2. We define the operators G1 and G2 by

G1 y(t ) =



0, if t ∈ [1− r,1],

(η− g (1,φ))
(log t )β

Γ(β+1)

+ 1

Γ(β)

∫ t

1

(
log

t

s

)β−1 g (s, ys)

s
d s, if t ∈ J .

(2.7)

G2 y(t ) =


φ(t ), if t ∈ [1− r,1],

φ(1)+ 1

Γ(α+β)

∫ t

1

(
log

t

s

)α+β−1 f (s, ys)

s
d s, if t ∈ J .

(2.8)

Setting sup
t∈[1,b]

µ(t ) = ‖µ‖∞, sup
t∈[1,b]

ν(t ) = ‖ν‖∞ and choosing

ρ ≥ ‖φ‖C + [|η|+‖ν‖∞]
(logb)β

Γ(β+1)
+ ‖ν‖(logb)β

Γ(β+1)
+‖µ‖∞ (logb)α+β

Γ(α+β+1)
, (2.9)
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we consider Bρ = {y ∈C ([1− r,b],R) : ‖y‖∞ ≤ ρ}. For any y, z ∈ Bρ, we have

|G1 y(t )+G2z(t )|

≤ sup
t∈[1,b]

{
(η− g (1,φ))

(log t )β

Γ(β+1)
+ 1

Γ(β)

∫ t

1

(
log

t

s

)β−1 g (s, ys)

s
d s

+φ(1)+ 1

Γ(α+β)

∫ t

1

(
log

t

s

)α+β−1 f (s, zs)

s
d s

}
≤ ‖φ‖C + [|η|+‖ν‖∞]

(logb)β

Γ(β+1)
+ ‖ν‖(logb)β

Γ(β+1)
+‖µ‖∞ (logb)α+β

Γ(α+β+1)

≤ ρ.

This shows that G1 y+G2z ∈ Bρ. Using (2.6) it is easy to see that G1 is a contraction mapping.

Continuity of f implies that the operator G2 is continuous. Also, G2 is uniformly bounded

on Bρ as

‖G2 y‖ ≤ ‖φ‖C +‖µ‖∞ (logb)α+β

Γ(α+β+1)
.

Now we prove the compactness of the operator G2. We define

f̄ = sup
(t ,y)∈[1,b]×Bρ

| f (t , y)| <∞,

and consequently, for t1, t2 ∈ [1,b], t1 < t2, we have

|G2 y(t2)−G2 y(t1)|

≤ f̄

Γ(α+β)

∫ t1

1

∣∣∣( log
t2

s

)α+β−1 −
(

log
t1

s

)α+β−1∣∣∣d s

s

+ f̄

Γ(α+β)

∫ t2

t1

(
log

t2

s

)α+β−1 d s

s

≤ f̄

Γ(α+β+1)
[
∣∣∣(log t2)α+β− (log t1)α+β

∣∣∣+| log t2/t1|α+β],

which is independent of y and tends to zero as t2−t1 → 0. Thus, G2 is equicontinuous. So G2

is relatively compact on Bρ. Hence, by the Arzelá-Ascoli theorem, G2 is compact on Bρ. Thus
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all the assumptions of Lemma 2.2.2 are satisfied. So the conclusion of Lemma 2.2.2 implies

that the problem (2.1)-(2.3) has at least one solution on [1− r,b]

2.3 Examples

In this section we give an example to illustrate the usefulness of our main results. Let us

consider the fractional functional differential equation,

D1/2
[

D3/4 y(t )− 1+e−t

8+e t

‖yt‖C

(1+‖yt‖C )

]
= ‖yt‖C

2(1+‖yt‖C )
+e−t , (2.10)

t ∈ J := [1,e],

y(t ) =φ(t ), t ∈ [1− r,1], (2.11)

D3/4 y(1) = 1/2. (2.12)

Let

f (t , x) = x

2(1+x)
, g (t , x) = 1+e−t

8+e t

( x

1+x

)
, (t , x) ∈ [1,e]× [0,∞).

For x, y ∈ [0,∞) and t ∈ J , we have

| f (t , x)− f (t , y)| = 1

2

∣∣∣ x

1+x
− y

1+ y

∣∣∣= |x − y |
2(1+x)(1+ y)

≤ 1

2
|x − y |,

and

|g (t , x)− g (t , y)| = 1+e−t

8+e t

∣∣∣ x

1+x
− y

1+ y

∣∣∣= 1+e−t

8+e t

|x − y |
(1+x)(1+ y)

≤ e +1

e(e +8)
|x − y |.

Hence conditions (A1) and (A2) hold with ` = 1/2 and k = e +1

e(e +8)
respectively. Since

k(logb)α

Γ(α+1)
+ `(logb)α+β

Γ(α+β+1)
≈ 0.5853088 < 1, therefore, by Theorem 2.2.2, problem (2.10)-(2.12)

has a unique solution on [1− r,e].
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Also | f (t , x)| ≤ (1+2e−t )/2 =µ(t ), |g (t , x)| ≤ (1+e−t )/(8+e t ) = ν(t ) and k(logb)α/Γ(α+
1) = 2(e +1)/

p
πe(e +8) ≈ 0.144005 < 1. Clearly the assumptions of Theorem 2.2.2 are sat-

isfied. Consequently, by the conclusion of Theorem 2.2.2, there exists a solution of the

problem (2.10)-(2.12) on [1− r,e].

2.4 Initial value integral condition case

The results of this paper can be extended to the case of an initial value integral condition

of the form

Dβy(1) =
∫ b

1
h(s, ys)d s, (2.13)

where h : J ×C ([−r,0],R) → R is a given function. In this case η will be replaced with∫ b

1
h(s, ys)d s in (2.5) and the statement of the existence and uniqueness result for the

problem (2.1)–(2.2)–(2.13) can be formulated as follows.

Theorem 2.4.1. Assume that the conditions (A1) and (A2) hold. Further, we suppose that

(A8) there exists a nonnegative constant m such that

|h(t ,u)−h(t , v)| ≤ m‖u − v‖C , for t ∈ J and every u, v ∈Cr .

Then the problem (2.1)–(2.2)–(2.13) has a unique solution on [1− r,b] if

(m(b −1)+k)(logb)β

Γ(β+1)
+ `(logb)α+β

Γ(α+β+1)
< 1.

We do not provide the proof of the above theorem as it is similar to that of Theorem

2.1.1.

The analog form of the existence results: Theorems 2.2.1 and 2.2.2 for the problem

(2.1)–(2.2)–(2.13) can be constructed in a similar manner.
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Chapter 3

Existence and uniqueness of solutions for
theψ-Caputo operator

This work is concerned with the existence and uniqueness of solutions to the following

initial value problem (IVP) of ψ-Caputo sequential fractional order neutral functional dif-

ferential equations

D
α1;ψ
a [Dα2;ψ

a y(t )− g (t , yt )] = f (t , yt ), t ∈ J := [a,b], (3.1)

y(t ) =φ(t ), t ∈ [a − r, a], (3.2)

D
α2;ψ
a y(a) = η ∈R, (3.3)

where D
α1;ψ
a ,Dα2;ψ

a are theψ-Caputo fractional derivatives, 0 <α1,α2 < 1, f , g : J×C ([−r,0],R) →
R are given functions and φ ∈ C ([a − r, a],R). For any function y defined on [a − r,b] and

any t ∈ J , we denote by yt the element of Cr :=C ([−r,0],R) defined by

yt (θ) = y(t +θ), θ ∈ [−r,0].
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3.1 Existence and uniqueness result

In this section, we establish the existence and uniqueness of a solution for the IVP (3.1)–

(3.3).

Definition 3.1.1. A function y ∈ C 2([a − r,b],R), is said to be a solution of (3.1)–(3.3) if y

satisfies the equation D
α1;ψ
a [Dα2;ψ

a y(t )− g (t , yt )] = f (t , yt ) on J , the condition y(t ) = φ(t )

on [a − r, a] and D
α2;ψ
a (a) = η.

The next theorem gives us a uniqueness result using the assumptions

(A1) there exists `> 0 such that

| f (t ,u)− f (t , v)| ≤ `‖u − v‖C , for t ∈ J and every u, v ∈Cr ;

(A2) there exists a nonnegative constant k such that

|g (t ,u)− g (t , v)| ≤ k‖u − v‖C , for t ∈ J and every u, v ∈Cr .

Theorem 3.1.1. Assume that (A1), (A2) hold. If

k(Fa(b))α2

Γ(α2 +1)
+ `(Fa(b))α1+α2

Γ(α1 +α2 +1)
< 1, (3.4)

then there exists a unique solution for IVP (3.1)–(3.3) on the interval [a − r,b].

Proof 3.1.1. Consider the operator N : C ([a − r,b],R) →C ([a − r,b],R) defined by

N (y)(t ) =



φ(t ), if t ∈ [a − r, a],

φ(a)+ (η− g (a,φ(a)))
(ψ(t )−ψ(a))α2

Γ(α2 +1)

+ 1

Γ(α2)

∫ t

a

(
ψ(t )−ψ(s)

)α2−1
ψ′(s)g (s, ys)d s

+ 1

Γ(α1 +α2)

∫ t

a

(
ψ(t )−ψ(s)

)α1+α2−1
ψ′(s) f (s, ys)d s, if t ∈ J .

(3.5)
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To show that the operator N is a contraction, let y, z ∈C ([a − r,b],R). Then we have

|N (y)(t )−N (z)(t )| ≤ 1

Γ(α2)

∫ t

a

(
Fs(t )

)α2−1
ψ′(s)|g (s, ys)− g (s, zs)|d s

+ 1

Γ(α1 +α2)

∫ t

a

(
Fs(t )

)α1+α2−1
ψ′(s)| f (s, ys)− f (s, zs)|d s

≤ k

Γ(α2)

∫ t

a

(
Fs(t )

)α2−1
ψ′(s)‖ys − zs‖C d s

+ `

Γ(α1 +α2)

∫ t

a

(
Fs(t )

)α1+α2−1
ψ′(s)‖ys − zs‖C d s

≤ k(Fa(t ))α2

Γ(α2 +1)
‖y − z‖[a−r,b] +

`(Fa(t ))α1+α2

Γ(α1 +α2 +1)
‖y − z‖[a−r,b].

Consequently we obtain

‖N (y)−N (z)‖[a−r,b] ≤
[k(Fa(b))α2

Γ(α2 +1)
+ `(Fa(b))α1+α2

Γ(α1 +α2 +1)

]
‖y − z‖[a−r,b],

which, in view of (3.4), implies that N is a contraction. Hence N has a unique fixed point by

Banach’s contraction principle. This, in turn, shows that problem (3.1)–(3.3) has a unique

solution on [a − r,b].

3.2 Existence results

In this section, we establish our existence results for the IVP (3.1)–(3.3). The first result is

based on Leray-Schauder nonlinear alternative.

Lemma 3.2.1 (Nonlinear alternative for single valued maps [17]). Let E be a Banach space,

C a closed, convex subset of E, U an open subset of C and 0 ∈U . Suppose that R : U →C is a

continuous, compact (that is, R(U ) is a relatively compact subset of C ) map. Then either

(i) R has a fixed point in U , or

(ii) there is a u ∈ ∂U (the boundary of U in C ) and λ ∈ (0,1) with u =λR(u).
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For the next theorem we need the following assumptions:

(A3) f , g : J ×Cr →R are continuous functions;

(A4) there exist a continuous nondecreasing function H : [0,∞) → (0,∞) and a function

p ∈C (J ,R+) such that

| f (t ,u)| ≤ p(t )H(‖u‖C )for each (t ,u) ∈ J ×Cr ;

(A5) there exist constants d1 < Γ(α2 +1)(Fa(b))−α2 and d2 ≥ 0 such that

|g (t ,u)| ≤ d1‖u‖C +d2, t ∈ J , u ∈Cr .

(A6) there exists a constant M > 0 such that(
1− d1(Fa (b))α2

Γ(α2+1)

)
M

M0 +H(M)‖p‖∞ 1
Γ(α1+α2+1) (Fa(b))α1+α2

> 1,

where

M0 = ‖φ‖C +
[
|η|+d1‖φ‖C +2d2

] (Fa(b))α2

Γ(α2 +1)
.

Theorem 3.2.1. Under assumptions (A3)–(A6) hold, IVP (3.1)–(3.3) has at least one solution

on [a − r,b].

Proof 3.2.1. We shall show that the operator N : C ([a − r,b],R) →C ([a − r,b],R) defined by

(3.5) is continuous and completely continuous.
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Step 1: N is continuous. Let {yn} be a sequence such that yn → y in C ([a − r,b],R). Then

|N (yn)(t )−N (y)(t )|
≤ 1

Γ(α2)

∫ t

a

(
Fs(t )

)α2−1
ψ′(s)|g (s, yns)− g (s, ys)|d s

+ 1

Γ(α1 +α2)

∫ t

a

(
Fs(t )

)α1+α2−1
ψ′(s)| f (s, yns)− f (s, ys)|d s

s

≤ 1

Γ(α2)

∫ b

a

(
Fs(t )

)α2−1
ψ′(s) sup

s∈[a,b]
|g (s, yns)− g (s, ys)|d s

+ 1

Γ(α1 +α2)

∫ b

a

(
Fs(t )

)α1+α2−1
ψ′(s) sup

s∈[a,b]
| f (s, yns)− f (s, ys)|d s

≤ ‖g (·, yn .)− g (·, y.)‖∞
Γ(α)

∫ b

a

(
Fs(t )

)α2−1
ψ′(s)d s

+ ‖ f (·, yn .)− f (·, y.)‖∞
Γ(α1 +α2)

∫ b

a

(
Fs(t )

)α+β−1
ψ′(s)d s

≤ (Fa(b))α2‖g (·, yn .)− g (·, y.)‖∞
Γ(α2 +1)

+ (Fa(b))α1+α2‖ f (·, yn .)− f (·, y.)‖∞
Γ(α1 +α2 +1)

.

Since f , g are continuous functions, we have

‖N (yn)−N (y)‖∞
≤ (Fa(b))α2‖g (·, yn .)− g (·, y.)‖∞

Γ(α2 +1)
+ (Fa(b))α1+α2‖ f (·, yn .)− f (·, y.)‖∞

Γ(α1 +α2 +1)
→ 0

as n →∞.

Step 2: N maps bounded sets into bounded sets in C ([a − r,b],R). Indeed, it is sufficient to

show that for any θ > 0 there exists a positive constant ˜̀ such that for each y ∈ Bθ = {y ∈
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C ([a − r,b],R) : ‖y‖∞ ≤ θ}, we have ‖N (y)‖∞ ≤ ˜̀. By (A4) and (A5), for each t ∈ J , we have

|N (y)(t )| ≤ ‖φ‖C +
[
|η|+d1‖φ‖C +d2

] (Fa(b))α2

Γ(α2 +1)

+ 1

Γ(α2)

∫ t

a

(
Fs(t )

)α2−1
ψ′(s)|g (s, ys)|d s

+ 1

Γ(α1 +α2)

∫ t

a

(
(Fs(t )

)α1+α2−1
ψ′(s)| f (s, ys)|d s

≤ ‖φ‖C +
[
|η|+d1‖φ‖C +d2

] (Fa(b))α2

Γ(α2 +1)

+ d1‖y‖[a−r,b] +d2

Γ(α2)

∫ t

a

(
Fs(t )

)α2−1
ψ′(s)d s

+ H(‖y‖[a−r,b])‖p‖∞
Γ(α1 +α2)

∫ t

a

(
Fs(t )

)α1+α2−1
ψ′(s)d s

≤ ‖φ‖C +
[
|η|+d1‖φ‖C +d2

] (Fa(b))α2

Γ(α2 +1)

+ d1‖y‖[a−r,b] +d2

Γ(α2 +1)
(Fa(b))α2 + H(‖y‖[a−r,b])‖p‖∞

Γ(α1 +α2 +1)
(Fa(b))α1+α2 .

Thus

‖N (y)‖∞ ≤ ‖φ‖C +
[
|η|+d1(‖φ‖C +θ)+2d2

] (Fa(b))α2

Γ(α2 +1)

+ H(θ)‖p‖∞
Γ(α1 +α2 +1)

(Fa(b))α1+α2 := ˜̀.

Step 3: N maps bounded sets into equicontinuous sets of C ([a−r,b],R). Let t1, t2 ∈ J , t1 < t2,
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Bθ be a bounded set of C ([a − r,b],R) as in Step 2, and let y ∈ Bθ. Then

|N (y)(t2)−N (y)(t1)|
≤ |η|+d1‖φ‖C +d2

Γ(α2 +1)

[
(Fa(t2))α2 − (Fa(t1))α2

]
+

∣∣∣ 1

Γ(α2)

∫ t1

a

[(
Fs(t2)

)α2−1 −
(
Fs(t1)

)α2−1]
ψ′(s)g (s, ys)d s

+ 1

Γ(α2)

∫ t2

t1

(
Fs(t2)

)α2−1
ψ′(s)g (s, ys)d s

∣∣∣
+

∣∣∣ 1

Γ(α1 +α2)

∫ t1

a

[(
Fs(t2)

)α1+α2−1 −
(
Fs(t1)

)α1+α2−1]
ψ′(s) f (s, ys)d s

+ 1

Γ(α1 +α2)

∫ t2

t1

(
Fs(t2)

)α1+α2−1
ψ′(s) f (s, ys)d s

∣∣∣
≤ |η|+d1‖φ‖C +d2

Γ(α2 +1)

[
(Fa(t2))α2 − (Fa(t1))α2

]
+ d1θ+d2

Γ(α2)

∫ t1

a

[(
Fs(t2)

)α2−1 −
(
Fs(t1)

)α2−1]
ψ′(s)d s

+ d1θ+d2

Γ(α2)

∫ t2

t1

(
Fs(t2)

)α2−1
ψ′(s)d s

+ H(θ)‖p‖∞
Γ(α1 +α2)

∫ t1

a

[(
Fs(t2)

)α1+α2−1 −
(
Fs(t1)

)α1+α2−1]
ψ′(s)d s

+ H(θ)‖p‖∞
Γ(α1 +α2)

∫ t2

t1

(
Fs(t2)

)α1+α2−1
ψ′(s)d s

≤ |η|+d1‖φ‖C +d2

Γ(α2 +1)

[
(Fa(t2))α2 − (Fa(t1))α2

]
+ d1θ+d2

Γ(α2 +1)

[∣∣(Fa(t2))α2 − (Fa(t1))α2
∣∣+|Ft1 (t2)|α2

]
+ H(θ)‖p‖∞
Γ(α1 +α2 +1)

[∣∣(Fa(t2))α1+α2 − (Fa(t1))α1+α2
∣∣+|Ft1 (t2)|α1+α2

]
.

As t1 → t2 the right-hand side of the above inequality tends to zero. The equicontinuity for

the cases t1 < t2 ≤ 0 and t1 ≤ 0 ≤ t2 is obvious.

As a consequence of Steps 1 to 3, it follows by the Arzelá-Ascoli theorem that N : C ([a −
r,b],R) →C ([a − r,b],R) is continuous and completely continuous.
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Step 4: We show that there exists an open set U ⊆C ([a−r,b],R) with y 6=λN (y) for λ ∈ (0,1)

and y ∈ ∂U . Let y ∈C ([a−r,b],R) and y =λN (y) for some 0 <λ< 1. Then, for each t ∈ J , we

have

y(t ) =λ
(
φ(a)+ (η− g (a,φ(a)))

(Fa(b))α2

Γ(α2 +1)
+ 1

Γ(α2)

∫ t

a

(
Fs(t )

)α2−1
ψ′(s)g (s, ys)d s

+ 1

Γ(α1 +α2)

∫ t

a

(
Fs(t )

)α1+α2−1 f (s, ys)d s
)
.

By our assumptions, for each t ∈ J , we obtain

|y(t )| ≤ ‖φ‖C +
[
|η|+d1‖φ‖C +d2

] (Fa(b))α2

Γ(α2 +1)

+ d1‖y‖[a−r,b] +d2

Γ(α2)

∫ t

a

(
Fs(t )

)α2−1
ψ′(s)d s

+ 1

Γ(α1 +α2)

∫ t

a

(
Fs(t )

)α1+α2−1p(s)H(‖ys‖C )ψ′(s)d s

≤ ‖φ‖C +
[
|η|+d1‖φ‖C +d2

] (Fa(b))α2

Γ(α2 +1)
+

[
d1‖y‖[a−r,b] +d2

]
(

(Fa(b))α2

Γ(α2 +1)

+ ‖p‖∞H(‖y‖[a−r,b])

Γ(α1 +α2 +1)
(Fa(b))α1+α2 ,

which can be expressed as (
1− d1(Fa (b))α2

Γ(α2+1)

)
‖y‖[a−r,b]

M0 +H(‖y‖[a−r,b])‖p‖∞ 1
Γ(α1+α2+1) (Fa(b))α1+α2

≤ 1.

In view of (A6), there exists M such that ‖y‖[a−r,b] 6= M. Let us set

U = {y ∈C ([a − r,b],R) : ‖y‖[a−r,b] < M }.

Note that the operator N : U → C ([a − r,b],R) is continuous and completely continuous.

From the choice of U , there is no y ∈ ∂U such that y =λN y for some λ ∈ (0,1). Consequently,

by the nonlinear alternative of Leray-Schauder type (Lemma 3.2.1), we deduce that N has a

fixed point y ∈U which is a solution of the problem (3.1)-(3.3). This completes the proof.
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The second existence result is based on Krasnoselskii’s fixed point theorem.

Lemma 3.2.2 (Krasnoselskii’s fixed point theorem [23]). Let S be a closed, bounded, convex

and nonempty subset of a Banach space X . Let A,B be the operators such that

• Ax +B x ∈ S whenever x, y ∈ S;

• A is compact and continuous;

• B is a contraction mapping.

Then there exists z ∈ S such that z = Az +B z.

Theorem 3.2.2. Assume that (A2) and (A3) hold. In addition we assume that

(A7) | f (t , x)| ≤µ(t ), |g (t , x)| ≤ ν(t ), for all (t , x) ∈ J ×R, and µ,ν ∈C (J ,R+).

Then problem (3.1)-(3.3) has at least one solution on [a − r,b], provided

k(Fa(b))α2

Γ(α2 +1)
< 1. (3.6)

Proof 3.2.2. We define the operators G1 and G2 by

G1 y(t ) =


0, if t ∈ [a − r, a],

(η− g (a,φ(a)))
(Fa(b))α2

Γ(α2 +1)

+ 1

Γ(α2)

∫ t

a

(
Fs(t )

)α2−1
ψ′(s)g (s, ys)d s, if t ∈ J .

(3.7)

G2 y(t ) =


φ(t ), if t ∈ [a − r, a],

φ(a)+ 1

Γ(α1 +α2)

∫ t

a

(
Fs(t )

)α1+α2−1
ψ′(s) f (s, ys)d s, if t ∈ J .

(3.8)

Setting sup
t∈[a,b]

µ(t ) = ‖µ‖∞, sup
t∈[a,b]

ν(t ) = ‖ν‖∞ and choosing

ρ ≥ ‖φ‖C +
[
|η|+2‖ν‖∞

] (Fa(b))α2

Γ(α2 +1)
+‖µ‖∞ (Fa(b))α1+α2

Γ(α1 +α2 +1)
, (3.9)
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we consider Bρ = {y ∈C ([a − r,b],R) : ‖y‖∞ ≤ ρ}. For any y, z ∈ Bρ, we have

|G1 y(t )+G2z(t )|
≤ sup

t∈[a,b]

{
(η− g (a,φ))

(Fa(t ))α2

Γ(α2 +1)
+ 1

Γ(α2)

∫ t

a

(
Fs(t )

)α2−1
ψ′(s)g (s, ys)d s

+φ(a)+ 1

Γ(α1 +α2)

∫ t

a

(
Fs(t )

)α1+α2−1
ψ′(s) f (s, ys)d s

}
≤ ‖φ‖C +

[
|η|+2‖ν‖∞

] (Fa(b))α2

Γ(α2 +1)
+‖µ‖∞ (Fa(b))α1+α2

Γ(α1 +α2 +1)

≤ ρ.

This shows that G1 y+G2z ∈ Bρ. Using (3.6) it is easy to see that G1 is a contraction mapping.

Continuity of f implies that the operator G2 is continuous. Also, G2 is uniformly bounded

on Bρ as

‖G2 y‖ ≤ ‖φ‖C +‖µ‖∞ (Fa(b))α1+α2

Γ(α1 +α2 +1)
.

Now we prove the compactness of the operator G2. We define

f̄ = sup
(t ,y)∈[a,b]×Bρ

| f (t , y)| <∞,

and consequently, for t1, t2 ∈ [a,b], t1 < t2, we have

|G2 y(t2)−G2 y(t1)|

≤ f̄

Γ(α1 +α2)

∫ t1

a

∣∣∣(Fs(t2)
)α1+α2−1 −

(
Fs(t1)

)α1+α2−1∣∣∣d s

+ f̄

Γ(α1 +α2)

∫ t2

t1

(
Fs(t2)

)α1+α2−1
d s

≤ f̄

Γ(α1 +α2 +1)

[∣∣(Fa(t2))α1+α2 − (Fa(t1))α1+α2
∣∣+|Ft1 (t2)|α1+α2

]
,

which is independent of y and tends to zero as t2−t1 → 0. Thus, G2 is equicontinuous. So G2

is relatively compact on Bρ. Hence, by the Arzelá-Ascoli theorem, G2 is compact on Bρ. Thus

all the assumptions of Lemma 3.2.2 are satisfied. So the conclusion of Lemma 3.2.2 implies

that the problem (3.1)-(3.3) has at least one solution on [a − r,b]
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3.3 Examples

In this section we give an example to illustrate the usefulness of our main results. Let us

consider the fractional functional differential equation,

D
2
5 ;loge

1

[
D

1
5 ;loge

1 y(t )− e−t

p
5

‖yt‖C

(1+‖yt‖C )

]
= ‖yt‖Cp

7(1+‖yt‖C )
+ t , (3.10)

t ∈ J := [1,e],

y(t ) =φ(t ), t ∈ [1− r,1], (3.11)

D
1
5 ;loge

1 y(1) = 1/2. (3.12)

Let

f (t , x) = xp
7(1+x)

+ t , g (t , x) = e−t

p
5

( x

1+x

)
, (t , x) ∈ [1,e]× [0,∞).

For x, y ∈ [0,∞) and t ∈ J , we have

| f (t , x)− f (t , y)| = 1p
7

∣∣∣ x

1+x
− y

1+ y

∣∣∣= |x − y |p
7(1+x)(1+ y)

≤ 1p
7
|x − y |,

and

|g (t , x)− g (t , y)| = e−t

p
5

∣∣∣ x

1+x
− y

1+ y

∣∣∣= e−t

p
5

|x − y |
(1+x)(1+ y)

≤ 1p
5
|x − y |.

Hence conditions (A1) and (A2) hold with`= 1p
7

and k = 1p
5

respectively. Since
k(F1(b))α2

Γ(α2 +1)
+

`(F1(b))α1+α2

Γ(α1 +α2 +1)
≈ 0.910079666 < 1, therefore, by Theorem 3.1.1, problem (3.10)-(3.12) has a

unique solution on [1− r,e].

Also | f (t , x)| ≤ 1p
7
+t =µ(t ), |g (t , x)| ≤ 1p

5
e−t = ν(t ) and k

(F1(b))α2

Γ(α2 +1)
≈ 0.487071271 < 1.

Clearly the assumptions of Theorem 3.2.2 are satisfied. Consequently, by the conclusion

of Theorem 3.2.2, there exists a solution of the problem (3.10)-(3.12) on [1− r,e].
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3.4 Initial value integral condition case

The results of this paper can be extended to the case of an initial value integral condition

of the form

Dα2,ψ
a y(a) =

∫ b

a
W (s, ys)d s, (3.13)

where W : J ×C ([−r,0],R) → R is a given function. In this case η will be replaced with∫ b

a
W (s, ys)d s in (3.5) and the statement of the existence and uniqueness result for the

problem (3.1)–(3.2)–(3.13) can be formulated as follows.

Theorem 3.4.1. Assume that the conditions (A1) and (A2) hold. Further, we suppose that

(A8) there exists a nonnegative constant m such that

|W (t ,u)−W (t , v)| ≤ m‖u − v‖C , for t ∈ J and every u, v ∈Cr .

Then the problem (3.1)-(3.2)-(3.13) has a unique solution on [a − r,b] if[
m(b −1)+k

]
(Fa(b))α2

Γ(α2 +1)
+ `(Fa(b))α1+α2

Γ(α1 +α2 +1)
< 1.

We do not provide the proof of the above theorem as it is similar to that of Theorem

3.1.1.

The analog form of the existence results: Theorems 3.2.1 and 3.2.2 for the problem

(3.1)-(3.2)-(3.13) can be constructed in a similar manner.
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