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Abstract

The present research aims at highlighting the efficiency of artificial intelligence (AI) and
Natural Language Processing tools (NLP) in text analysis and the assessment of students’
language proficiency. The study targets one dimension of language proficiency embodied in
the lexical richness of students’ writings. It represents a study focused on measuring the
density, sophistication, and diversity of students’ vocabulary. A descriptive-correlational
research design was adopted while employing a quantitative method for data analysis. The
participants involved 60 English as a Foreign Lnaguage (EFL) learners studying at the
University of Guelma - 8 Mai 1945. The selected samples embodied two groups: 30 first-year
and 30 third-year students from the English Departement. After assigning a writing task for
students, the output was transcribed to promote the process of automated data analysis. The
study employed the web-based Lexical Complexity Analyzer (LCA), introduced by Ai and Lu
in 2010 for the examination of the concerned corpus. The findings showed that extensive
exposure to English in academic settings does not necessarily increase the lexical density and
diversity of vocabulary in students’ writing. Yet, extensive exposure appears to be a
prominent factor in improving the lexical sophistication of students’ writings, which is
considered the most important proxy measure of lexical richness. These latter findings were
corroborated by the reported significant difference in the mean scores belonging to the two
evaluated groups, as third-year students scored higher averages (Av. LS1= 0.83; Av. LS2=
0.69) in comparison to first-year students (Av. LS1= 0.72; Av. LS2= 0.59). The discrepancy
in the mean values was statistically significant in relation to LS2 (p=.03) with a moderate to
large effect size (LS1, d= 0.5; LS2= d= 0.6) suggesting that such a variation has practical
meaningfulness, which in turn implies that the difference in the lexical sophistication of the
two groups is likely noticeable an ordinary reader. Further research in the academic context is
still needed to achieve a more comprehensive understanding of the trajectory of students’

vocabulary acquisition.

Keywords: artificial intelligence, natural language processing, evaluation, language
proficiency, lexical richness, students' writings, lexical density, lexical sophistication, lexical

diversity.



Résumé

Cette étude vise a mettre en évidence l'efficacité de l'intelligence artificielle (IA) et des outils
de Traitement du Langage Naturel (TLN) dans l'analyse de textes et l'évaluation des
performances des étudiants. Elle cible une dimension de la compétence linguistique, incarnée
par la richesse lexicale des écrits des ¢tudiants. Il s'agit d'une étude axée sur la mesure de la
densité, de la sophistication et de la diversité du vocabulaire des étudiants. Un protocole de
recherche descriptif-corrélationnel a été¢ adopté, tout en utilisant une méthode quantitative
d'analyse des données. Les participants ¢étaient 60 apprenants d'anglais comme langue
étrangere étudiant a 1'Université de Guelma - 8 mai 1945. Les échantillons sélectionnés
comprenaient deux groupes : 30 étudiants de premicre année et 30 étudiants de troisiéme
année du Département d'anglais. Apres avoir assigné une tache d'écriture aux étudiants, les
résultats ont été transcrits afin de favoriser le processus d'analyse automatisée des données.
L'étude a utilisé 1'Analyseur de Complexité Lexicale (LCA) en ligne, introduit par Ai et Lu en
2010 pour I'examen du corpus concern€. Les résultats ont montré qu'une exposition prolongée
a l'anglais en milieu universitaire n'augmente pas nécessairement la densité lexicale et la
diversité du vocabulaire des écrits des étudiants. Pourtant, une exposition prolongée semble
étre un facteur important dans l'amélioration de la sophistication lexicale des écrits des
¢tudiants, considérée comme la mesure indirecte la plus importante de la richesse lexicale.
Ces derniers résultats ont été corroborés par la différence significative signalée dans les scores
moyens des deux groupes évalués, les étudiants de troisieme année ayant obtenu des
moyennes plus élevées (Moy. LS1 = 0,83 ; Moy. LS2 = 0,69) que les étudiants de premiére
année (Moy. LS1 = 0,72 ; Moy. LS2 = 0,59). L'écart entre les valeurs moyennes était
statistiquement significatif par rapport a LS2 (p = 0,03) avec une taille d'effet modérée a
importante (LS1, d = 0,5 ; LS2 = d = 0,6), ce qui suggere qu'une telle variation a une
signification pratique, ce qui implique a son tour que la différence de sophistication lexicale
des deux groupes est probablement perceptible par un lecteur ordinaire. Des recherches
supplémentaires dans le contexte scolaire sont encore nécessaires pour parvenir a une

compréhension plus complete de la trajectoire d'acquisition du vocabulaire par les étudiants.

Mots-clés: intelligence artificielle, traitement du langage naturel, évaluation, maitrise de la
langue, richesse lexicale, écrits des étudiants, densité¢ lexicale, sophistication lexicale,

diversité lexicale.
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General Introduction

In the digital age, the assessment of second language (L2) learners’ writing
development has evolved significantly, particularly in how we measure students’ lexical
richness across different academic levels. However, empirical evidence of this
development—at least through the different stages of undergraduate study- remains
limited, with traditional approaches to assessment still relying on subjective or labor-
intensive analysis. The recent availability of Natural Language Processing (NLP) tools
such as the Lexical Complexity Analyzer (LCA) offers new scalable methods of
objectively measuring lexical features such as density, sophistication, and variation besides
revolutionizing our ability to analyze and understand students’ writing development. This
investigation aims at explaining how academic development affects vocabulary growth

over time.

Statement of the Problem

In English as a Foreigne Language (EFL) context, one of the major academic
challenges students face is the difficulty of retrieving the appropriate vocabulary they need
to express themselves effectively. Obviously, a learner can overcome such difficulty by
endorsing positive learning habits that enhance the likelihood of acquiring new lexical
items. The ability to select and choose the right combination of words to convey meaning
efficiently can be assessed from multiple dimensions, namely: lexical density, diversity
and sophistication. All of these three fall under the broader concept of “Lexical richness”.
Despite the recognized importance of vocabulary in shaping the proficiency level of
learners, there has been a limited body of research exploring how lexical richness evolves
across academic levels in the Algerian context. Also, very few studies attempted to gauge
the level of lexical richness of students despite its feasibility in setting benchmarks for

lexical competence across different educational stages.



Another research problem lies in the small number of studies that analyses students’
actual performance while targeting vocabulary as an aspect of proficiency. Most of the
research done so far has relied heavily on questionnaires and interviews without attempting
to implement investigation tools that examine concrete data reflective of students'
performance. Depending on such tools that derive information from the self-reporting of
participants alone can diminish the credibility of the findings, as such methods may not
accurately mirror students’ true lexical proficiency. In addition, a study that attempts to
empirically measure lexical richness through traditional methods can fail to meet its

desired outcomes as the process of data analysis would be both time and effort-consuming.

Such methods are typically time- and labour-intensive, making large-scale empirical
analysis impractical. Also, the attained findings in that case would lack reliability, since the
results would be liable to be entrenched with a lot of inaccuracies. To overcome the
aforementioned weaknesses, the researchers will solicit to examine lexical richness
through the use of a natural language processing tool, embodied in the web-based Lexical
Complexity Analyzer (LCA). Understanding the differences in lexical richness between
first-year and third-year university students can provide valuable insights into the

effectiveness of language instruction and curriculum design in higher education settings.

Aims of the Study

This research, on the one hand, aims at exploring how lexical richness in EFL
students’ academic writing develops at different academic stages at the University of
Guelma. On the other hand, it focuses on analyzing variations found in lexical density,
diversity, and sophistication between first-year and third-year students. By utilizing the Al
tool, LCA, this study seeks also to compare the lexical proficiency of these two groups to

determine any significant differences or patterns in their lexical development.



Research Questions

The present research addresses the following research questions :

1) How is lexical richness -measured in terms of lexical density, diversity, and

sophistication?

2) What are the average scores of lexical richness embedded in the free writings of both

groups?

3) How do the writings of first-year and third-year EFL students differ in terms of

vocabulary use?

4) How do language proficiency and academic development relate to lexical richness

development in higher education?

Research Hypotheses
The research hypotheses have been formulated to examine the differences in lexical

richness between first-year and third-year EFL students' written output:

1-. Hy muny: There is no significant difference in the mean scores of lexical density reflected

in the written output of first-year and third-year EFL students.

-H (aitemative): There 1is a significant difference in the mean scores of lexical density reflected

in the written output of first-year and third-year EFL students.

2- Hy muny: There is no significant difference in the mean scores of lexical sophistication.

-H (alemative): There is a significant difference in the mean scores of lexical sophistication.

3- Ho nuny: There is no significant difference in the mean scores of lexical diversity and

variation.



-Hi (aiternative): There 1s a significant difference in the mean scores of lexical diversity and

variation.

Significance of the Study

The significance of this study lies in filling the research gap related to investigating
the lexical richness of students' free writings in the Algerian context of education. This
dissertation adheres to the standards of scientific research as the conduction of the study
went through the phases that underlie empirical inquiry. The study extracts data from a
corpus comprised of texts written in real-time, which are then examined through the use of

computational data analytic tools.

Moreover, the study enriches the existing literature on lexical complexity
development in higher education and the obtained findings can help in establishing
benchmarks for the normative scores belonging to the two academic levels. Thus, language
educators can use the findings as a reference point in assessing the proficiency level of
first-year and third-year students. The findings of this research can inform language
educators, curriculum developers, and policymakers about the importance of fostering
lexical growth of university students by integrating Al into the evaluation process,
particularly in the assessment of students’ lexical richness more efficiently, more
accurately, timelessly and effortlessly. The statistical data are thoroughly illustrated and
the incorporated method is elaborated in detail to promote the replicability of the present
design. The application of the design in future studies by other researchers can help in

forming generalisations about the phenomena under investigation.



Research Methodology and Design
Research Method and Data Gathering Tools
This research employs a descriptive-correlational research design in answering the

research questions and testing hypotheses. A corpus analysis is implemented as a tool to
collect data from both first-year and third-year students, at the Department of English,08
May 1945 University, Guelma. The corpus consists of sixty (60) written texts produced by
students of both groups. These texts serve as the basis for analyzing lexical richness
features of the participants' written texts to measure the density, diversity, and
sophistication of their vocabulary.
Population and Sampling

The study targets first-year and third-year undergraduate students who belong to the
English Department at the University of 08 May 1945, Guelma. A total sample of sixty
(60) students was selected; thirty (30) from each academic year. This type of selection is
known as purposive sampling since those students who were involved in the data
collection procedure met the demographic criteria of the research and served the objective
set at the outset of the study. It can be also considered a convenience sampling method
from the perspective that the present researchers worked on samples of students who were
available or accessible during the data collection period. The aspect of availability relates
to the willingness of students to take part in the study, whereas accessibility pertains to the

teachers' consent in granting access to the concerned classes.

The selection of these two groups enabled the conduction of comparative corpus-
based analysis between intermediate and upper intermediate/advanced learners to better

understand the progression of their lexical development.



Structure of the Dissertation

The current dissertation is organized into 3 chapters, along with a general
introduction anda general conclusion. The introductory section gives an overview of the
nature of the research alongside its rationale, problem statements, research gap and
significance. The first chapter involves a literature review composed of three sections. The
first one, Lexical Richness in Language Proficiency, provides a comprehensive theoretical
foundation for the research. It investigates lexical richness covering its definition, main
components (lexical variety, lexical density and lexical sophistication), role in language
learning, measurement methods as well as the potential challenges faced in assessment.
The second section, Al and NLP in Language Evaluation, presents an overview of the
integration of Artificial Intelligence and Natural Language Processing tools, such as the

Lexical Complexity Analyzer (LCA), in the context of education.

The second chapter elaborates on the methodology of research in detail as it
describes the research site, the population and the sample and explains the research design,
the procedures and instruments involved in data collection and analysis, as well as the
statistical methods employed for the obtainment of the results. The third chapter presents
the results through the use of descriptive and inferential statistics supplemented by visual
representations such as tables, pie charts and bar charts. The chapter also discusses the
results and provides the perceived implications of the findings accompanied by
recommendations. The last section involves a general conclusion that identifies the insights
obtained through the process of data analysis and interpretation. The encountered

limitations are also mentioned along with the suggestions for future research.



Chapter One: Literature Review

Section One: Lexical Richness in Language Proficiency
Introduction

Language proficiency, particularly in the context of foreign language learning, is
commonly gauged through the learner’s ability to effectively communicate across different
contexts and settings. The concept of lexical richness is considered a cornerstone element
of evaluation that reflects the vocabulary knowledge possessed by learners. Due to the fact
that educators as well as researchers focus on enhancing language acquisition, the role of
lexical richness emerged as a significant indicator of language proficiency, influencing

both spoken and written discourses.

Lexical richness is a central feature of language use. It is believed that good writing
is characterised by these lexical features that constitute lexical richness: lexical variation,
lexical density, and lexical sophistication in addition to a low incidence, if not total
absence, of lexical errors (Read, 2000). In research areas such as stylistics, language
assessment, text readability analysis and first language acquisition, vocabulary richness is
regarded as a core element that qualifies the depth, complexity, and overall quality of
language use (Lu, 2012). This chapter solicits to explore the role of lexical richness in
language proficiency by providing its definition, highlighting its role in language learning,
examining its major components (lexical diversity, lexical density and lexical
sophistication), identifying its role in determining writing quality, discussing common
methods used to gauge these aspects, while considering the potential challenges which may

occur when measuring lexical richness.

1.1. Definition of Lexical Richness
Lexical richness is a multidimensional concept, as it is an essential component of

language proficiency, serving as an indicator that specifically assesses the quality of



language production in both oral and written discourses of EFL learners. It reflects the
learners' ability to effectively use a diverse, dense, sophisticated and complex vocabulary
in their expression (Read, 2000). It provides insight into a learner's linguistic development
and communicative competence. This concept is quite important for understanding both
the depth and breadth of a learner’s vocabulary knowledge, as well as the capacity to apply

it in different real-world situations.

In consonance with Yule (1944), richness of the vocabulary is defined as the wealth
of an author’s vocabulary. Sometimes, when reading a work, one may feel a strong
impression that the writer possesses a remarkable wealth of words, signifying a rich
vocabulary based on this subject judgement. Building on this definition, Yule is credited
as one of the pioneering scholars to establish a clear framework for the concept of lexical
richness. Lu (2012) proposed that lexical richness is manifested in the sophistication and
range of a learner’s productive vocabulary. In simpler terms, he related lexical richness to
the degree of advancement and variation in the vocabulary a learner utilizes in written and

spoken discourses, thus addressing it from a different angle.

At its core, lexical richness is composed of several fundamental components that
work to provide a holistic view of vocabulary usage. These components include lexical
density, which examines the proportion of content words to the total number of words in a
text; lexical diversity, which assesses the variety of different words employed; and lexical
sophistication, which considers the use of less frequent or more advanced vocabulary items
(Erandio & Fortes, 2024). The conceptualization of lexical richness has evolved over time.
Initially, it was used in first language (L1) contexts and literary stylistics, to demonstrate
the variety, complexity, sophistication and density of vocabulary used in spoken or written

language. However, the term lacked a clear meaning and methodological context,



especially in the field of second language acquisition (SLA), despite being often used in

academic literature.

1.2. Vocabulary Knowledge

Vocabulary knowledge refers to how well words are known, including their
meaning, form and appropriate use in different settings. Meaning points to relating the
word to its actual sense, concept, and referent, as well as its association with other words.
Whereas form refers to knowing the spoken and written form of a word and being able to
easily identify its parts. More precisely, this construct is based on the notion of knowing
the grammatical functions, and collocations, alongside acknowledging the limitations of
the usage of that word (Nation, 2013; Read, 2000, as cited in Kilic, 2019). Equally
important, vocabulary knowledge is not only about vocabulary size, i.e. knowing a large
number of words, but rather about how well we know and understand words (vocabulary
depth), how many words we know (vocabulary breadth), and being capable of using those
words appropriately across different language skills, whether in receptive or productive
skills (McCarthy, 2000; Mehrpour & Rahimi, 2010; Ouellette, 2006; Qian, 1999; Shiotsu&

Weir, 2007, as cited in Kilic, 2019).

1.3. Components of Lexical Richness
Lexical richness mainly consists of three key components, lexical diversity, lexical
density and lexical sophistication, each of which provides a different lens throught which

the vocabulary richness of a learner can be assessed.

1.3.1. Lexical Diversity

A key component in lexical richness is lexical diversity (also called lexical variety).
It is defined as the variety of the variety of lexical items employed in a text, indicating the

ability of a learner to effectively employ a wide range of vocabulary. In the context of
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learning EFL, lexical variety serves as an indicator of language proficiency as well as a
learner’s capacity to articulate ideas using their acquired lexicon. Lexical diversity plays a
significant role in both receptive and productive language skills, contributing to a learner's
overall linguistic competence (Nation, 2001). Its development is influenced by several
factors including exposure to language input, language learning strategies, and individual
differences (Kalantari & Gholami, 2017). Kyle (2019) asserted that this measure is
particularly important in language learning, as higher proficiency language learners are
expected to produce language that includes a wider variety of lexical items, demonstrating

a more extensive vocabulary range.

The traditional way for assessing Lexical varriation is through calculating the type-
token ratio (TTR), by dividing the number of unique words (types) by the total number of
words (tokens) in a text. While TTR offers a straightforward computational method, it is
inherently sensitive to text length; as the length of a text increases, the likelihood of word
repetition rises, thereby reducing the TTR value and complicating cross-textual

comparisons (Jarvis, 2002; McCarthy & Jarvis, 2007; Read, 2000).

1.3.2. Lexical Density

Lexical density is another valuable measure of lexical richness, which refers to the
proportion of lexical words, also known as content words (including nouns, verbs,
adjectives, and adverbs), to the total number of words in a text. Besides, it may also be
used to indicate students’ progress in learning a language, particularly in writing (Syarif &
Putri, 2018), enabling educators to evaluate both the efficiency of teaching materials and

students’ writing abilities.

In other words, lexical density is the proportion of words in written or spoken

language that give us an idea about what is being communicated. This implies that lexical
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density serves as an indicator of text’s informativity (Analyze My Writing, n.d.),
demonstrating how much information is conveyed through the content words. Johansson
(2008) wrote that according to Ure’s analysis of measuring lexical density, spoken
discourse has a lexical density below 40%, while written discourses are characterized by a
lexical density of 40% or higher. These findings were obtained from 34 spoken text and 30
written text samples, as well as manually calculated. That is to say, written language tends

to be more rich in vocabulary than spoken language.

Lexical density serves as a crucial indicator of EFL learners' language proficiency.
A study conducted on Saudi EFL undergraduate students discloses that lexical density
increases as students progress to higher levels of education, as it also varies according to
learner proficiency because of the obtained differences in lexical density scores between
samples (Elgobshawi & Aldawsari, 2022). Accordingly, lexical density presents an

important index of a learner’s linguistic development.

1.3.3. Lexical Sophistication

Lexical sophistication, also referred to as “Rareness”, is defined as the use of
sophisticated words in a learner’s text, as it embodies another significant component of
lexical richness. Read (2000) in his book “Assessing Vocabulary Knowledge” affirmed
that lexical rareness refers to those advanced words that learners are not expected to know
compared to their educational level. Accordingly, the use of low-frequency words is a
strong indicator of higher lexical sophistication. A study conducted by Ha (2019) on 35
EFL undergraduate students at Korea University in Seoul found lexical sophistication to be
the most influential factor that determines the high writing quality of a learner, which is
directly associated with higher language proficiency, demonstrating a higher lexical

richness.
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1.4. The Role of Lexical Richness in Language Learning
In an EFL context, lexical richness occupies a central role in determining language

proficiency and the quality of academic writing.

Overall writing quality may indicate that students with abroad vocabulary dictionary
have a higher level of English language proficiency (Kim, 2014; Lemmouh, 2008)
[...] The lexical richness displayed in written text is a result of a person’s underlying
vocabulary knowledge, which can be effective in academic writing. (Ha, 2019, pp.

21-23)

This suggests that a rich vocabulary enhances writing quality, indicating a higher
proficiency in English, especially in academic contexts where varied and precise language
is exclusively important. Moreover, it also emphasizes the notion that the level of lexical
richness in writing reflects a learner’s vocabulary knowledge, which is foundational for
language learning, therefore, the more words learners acquire, the richer their language

becomes.

1.5. Lexical Richness and Writing Proficiency

Vocabulary richness falls under the umbrella of vocabulary knowledge, which
contains both receptive and productive skills of language, particularly through lexical
sophistication, LR (lexical richness) holds a crucial role in determining writing quality and
proficiency (Read, 2000). The findings of a study conducted by a Tunisian researcher,
Ayadi (2023), have shown that indices like lexical rareness of GSL-1 1000 words strongly
correlate with higher writing quality, whereas lexical density and lexical variation were not
statistically significant. This latter highlights the need for carefully considering lexical
sophistication when developing lesson plans that address writing skills. Additionally,
measuring lexical richness helps teachers and educators to generate an idea about their

students’ writing abilities as well as to assess their flaws and weaknesses.
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1.6. Traditional Methods for Measuring Lexical Richness
1.6.1. Measuring Lexical Diversity

The traditional manual measurement of lexical diversity is the Type-Token Ratio
(TTR), calculated through dividing the number of different words (types) by the total

number of words (tokens), i.e.:

TTR = the total number of different words / the total number of words

However, if the text sample contains a large number of tokens, the TTR values will
lower and vice versa (Johansson, 2008). Johansson (2008) also suggested that: “TTR is
only possible to use when comparing texts of equal length. In spite of this, TTR is still
used for comparing text production” (p. 63). We can conclude that despite the utility of
such measurement in determining how varied a student’s language is, it has limitations.
The drawback arises when text length increases, as the TTR value drops, making it

challenging to compare students’ text samples that vary in length.

VocD or D measure, developed by David Malvirn and Brian Richards in 1997
(MacWhinney, 2000; Malvern et al., 2004; Malvern & Richards, 1997, as cited in
Johansson, 2008) is another critical index for evaluating variance that is independent of
sample size (length), solving the issue of TTR by allowing the comparison of texts that are
different in length. However, it received some criticism from scholars in the field for not
serving this goal. In addition to VocD, a third common indicator of lexical variety is the
so-called Guiraud Index, which was developed to fulfil the same aim as the D value, i.e., to
be able to deal with texts that have unequal size (Johansson, 2008), working as an

alternative to compensate for some of the limitations of the TTR.
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1.6.2. Measuring Lexical Density
From a statistical and quantitative view, Ure (1971) suggested a slightly different
method to measure lexical density, by calculating it as the percentage of lexical or content

words to the total number of words in a text, i.e.:

Lexical density (%) = (Number of lexical words / Total number of tokens

Halliday (1985) introduced an approach referred to as “Halliday’s Method” for

calculating lexical density, which is as follows:

Lexical density = Total number of lexical items / Total number of clauses

Therefore, he offered a measurement from the perspective of functional grammar,
where lexical items or lexical words are also labeled as content words. For example,
consider the sentence: “Sunny spent the whole morning preparing fluffy pancakes, while
her cat watched curiously from the window”. The total number of its lexical words is (12),
and the total number of its clauses is (2). By applying Halliday’s formula to the context, we

conclude that:

The lexical density of the sentence = Content words / Total N of clauses =12 +2 =6

In addition to these traditional manual methods, nowadays several advanced
computational tools have been developed to measure lexical density, such as web-based
Lexical Complexity Analyzer (LCA), Writing Style Analysis Tool, available at
ReadabillityFormulas.com, Analyze My Writing — Lexical Density Calculator, among

other tools.

1.6.3. Measuring Lexical Sophistication
There are several methods to gauge lexical rareness in a given language sample.

Using word frequency lists derived from a reference corpus, in order to determine how
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sophisticated a word is, is one of the well-attested ways of examining words’ frequency
(Gouider, 2023 a; Kyle & Crossley, 2014). This method works simply by comparing the
words of a text sample to the words found in such lists, thereby determining their degree of

frequency.

The primary goal for measuring lexical sophistication is to have an idea about how
advanced or low-frequent the vocabulary in a text is, where the use of more advanced
words indicates a higher level of writing or speaking proficiency. One of the traditional
methods which were used earlier, before computational tools came to exist, is the GSL or
General Service List. GSL, created by Michael West in 1953, is a list of 2000 words that
are commonly or frequently used (such as “home”, “the” and “possible”), that appear
across a wide range in English texts (Smith, n.d.). Therefore, GSL was used as an indicator
of high-frequency or low-sophisticated vocabulary. In light of this, to measure lexical
sophistication in a given text, teachers used to compare vocabulary incorporated in a text
sample to the words in such standardized reference corpus of English, where words that are
not included in the list would be classified as low-frequency words, therefore considered
highly sophisticated and vice versa. However, the GSL has been developed and refined
over time to include updated words, and similar corpora, such as Oxford Reference Corpus
(ORC), British National Corpus (BNC) and Corpus of Contemporary American English

(COCA), to reflect more contemporary language usage.

In fact, while such traditional manual methods for assessing lexical richness
(lexical variety, lexical density and lexical sophistication) were once essential in language
analysis, they were not been replaced by today’s computational tools, rather, they actually
led to their existence. Modern tools such as the web-based Lexical Complexity Analyzer,

Coh-Metrix and TAALES still rely on the exact principle calculations established by
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earlier methods. The only difference lies in the automation, scalability, efficiency and

accuracy offered by such methods.

1.6.4. Challenges in Assessing Lexical Richness
Measuring lexical richness may present several challenges that researchers must

navigate to ensure accuracy in the assessment of language, due to the sensitivity of
defining as well as quantifying its components. A primary key issue is related to measuring
lexical diversity, precisely to the TTR index, due to the influence of text length, resulting
in a greater number of tokens, on the number of types a text contains (Bestgen, 2024).
Making comparisons across text samples of different sizes is problematic as mentioned
earlier. Hence, this directly leads to reducing the reliability and validity of the index. From
another angle, Zhang & Wu (2021) put forward the following:

A clear-cut definition is still missing: the term 'lexical proficiency' refers to

vocabulary size, the depth of word knowledge, and the degree of sophistication of

word use (Crossley et al.,, 2010). A survey of existing studies, where lexical

proficiency is measured quantitatively, shows that lexical richness (LR) is most

widely used, both conceptually and practically, for research along the lines of the

current study, although the measurement of LR has proven quite an open problem in

its own right (Jarvis, 2013; Malvern et al., 2004; Tweedie & Baayen, 1998). (p. 2)

As evidenced above in the quotation, a major limitation an educator can face when
assessing lexical richness is the absence of a clear widely agreed-on definition of lexical
proficiency. Furthermore, Yanhui Zhang and Weiping Wu highlighted that despite the
extensive use of lexical richness in both theoretical and applied linguistic research, its
measurement continues to present a challenge.

The absence of a standardized approach to evaluate lexical richness, as well as the

existence of different calculation methods for the same vocabulary richness measurement
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are other notable shortcomings. Taking lexical density as an example, across time, many
researchers provided varied definitions with varied measurements of the former. For
instance, as noted earlier, Halliday (1985) and Ure (1971) have proposed divergent
interpretations and methodologies, each one approaching lexical density from distinct

viewpoints.

Another separate difficulty occurs when evaluating LR (lexical richness) following
computational approaches and programs. Due to the fact that such mechanized tools tend to
focus on the form such as language length and word frequency, disregarding the meaning
conveyed through that language. That is to say, they may prioritize the surface structure of
a student’s texts over its deep structure, which may lead the educator to make a wrong

judgement about the sample.

Conclusion

In closing, LR serves as an important index of student’s learning proficiency,
exclusively in the context of English as a Foreign Language (EFL) education, reflecting the
breadth of vocabulary knowledge, also the ability to employ it effectively across varied
settings. This chapter has investigated extensively the concept of lexical richness. It also
illustrates the main components involved in its evaluation (lexical diversity, lexical density
and lexical sophistication) which are exclusively central for understanding the complexity
of language use. Hence, these fundamental elements contribute to assessing learners’
vocabulary knowledge and, consequently, their overall linguistic competence, more
precisely writing and speaking. Nevertheless, despite that a lot of limitations in evaluating
vocabulary richness continue to exist, both manual and automated tools for assessing it
remain essential to ensure more accurate, validated, scalable as well as reliable measures of

lexical richness.
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Section Two: Al and NIP in Language Evaluation

Introduction

Artificial intelligence (Al) has received a lot of attention recently as a possible tool
to innovate teaching and learning in educational environments. However, the concept of
using Al in education is not new. Since Turing (1950) explored the mathematical
possibility of Al by proposing the Turing Machines, the progress of Al and research on
learning and educational applications had has ups and downs (as cited in Ji, Han & Ko,
2022). Minsky and Papert (1968) pioneered AI research and applied computational
theories to imitate human psychological processes in machines so that a computer will be
able to solve issues and make decisions based on available knowledge in the same way as
humans do(as cited in Ji, Han & Ko, 2022). Since then, early research on education and Al
concentrated on the development and testing of intelligent tutoring systems (ITS).
Combined with the pedagogical approach of learning by teaching, some ITSs have evolved
into teachable agents that assist students learn while teaching computer agents (Blair et al.,
2007; Leelawong & Biswas, 2008; Silvervarg et al., 2021, as cited in Ji, Han & Ko, 2022).

Al has gained new momentum with the recent increase in investment in the
industry (Pan, 2016, as cited in Ji, Han & Ko, 2022). It has accelerated the development of
Al technology, including neural networks, machine learning , natural language processing
(NLP) with automatic speech recognition (ASR), and advanced image processing
(Zawacki-Richter et al., 2019, as cited in Ji, Han & Ko, 2022). It has also increased access
to commercially available Al devices and mobile applications. Easier and wider access to
Al technologies enabled a potential growth in its application in educational contexts. This
was corroborated by a considerable increase in the number of papers published on this
topic since 2015 (Chen et al., 2020, as cited in Ji, Han & Ko, 2022 ). Indeed, a review by

Chen et al. (2020, as cited in Ji, Han & Ko, 2022) showed a wide range of educational
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settings, where modern Al technologies were used in instruction, administration , and
learning. The settings included tailored intelligent teaching, assessment and evaluation,

smart schools, and remote education via online and mobile devices .

1.1. Definition of Al

Artificial Intelligence (Al) is a field of computer science developed to replicate the
activity and performance of the human brain through algorithms. It has the ability to learn
by example and simulation, creating predictions based on the knowledge it collects
(Abiodun et al., 2018, as cited in Hider ,2024). Hider (2024) argued that in order to define
Artificial Intelligence, one must first look back to the origins of the term. Thanks to John
McCarthy, often referred to as the "father of AI”, and the one who originated the term
“artificial intelligence”. He added that artificial intelligence is the field that focuses on
producing machine intelligence rather than replicating the human intelligence, it does not
only mimics human intelligence but also it learns it. This later allows the software to find
solutions and perform tasks on its own without relying on of human intelligence
stimulation through solutions that may not exist in the parallel human world; thus, this
comprehension exceeds the constraints that humans are biologically bounded by. Though
the two definitions demonstrate some inconsistencies, Al indeed is still in the stimulation
phase.

According to Hider (2024), Encyclopedia Britannica differently defines Artificial
Intelligence as the ability of a digital computer to execute tasks typically associated with
intelligent beings. Similarly, during a virtual scientific seminar, Alcina (2008) defined Al
as the intelligent use of data to assist humans emphasizing that the goal is to produce
software that can think, sense, act, manage and adapt, enabling machines to think through

data and algorithms (as cited in Hider ,2024)
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Despite the different views in defining artificial intelligence, it is agreed that Al is
the stimulation of human brain intelligence in performing tasks via software that utilizes
algorithms to complete tasks.
1.2.0verview of Al and its Rapid Integration in Various Fields

The integration of artificial intelligence (AI) has rapidly spread across numerous
fields, presenting both challenges and opportunities. It has the ability to increase
efficiency, production, and service delivery. However, it also necessitates careful
consideration of ethical concerns, the creation of suitable policies and regulations, and
ongoing involvement of human oversight. Addressing these problems allows Al to
effectively integrated into numerous sectors, contributing to developments and
improvements in different domains.

Self-learning algorithms, a core component of Al, have created new opportunities
and had a significant impact on various sectors. Al has gained importance and has been
recognized in the public sector for its ability to create new opportunities (Wirtz et al., 2018,
as cited in Ozdere, 2023). Al in the public sector can optimize organizational structures,
improve work productivity, and resolve management problems (Lu & Gao, 2022, as cited
in Ozdere, 2023). It has the ability to enhance the services given by governmental
organizations, making them more interactive and user-friendly (Almaiah et al., 2022, as
cited in Ozdere, 2023). Al has been utilized in market and public administration to
optimize organizational structures, process data, and enhance work efficiency (Lu & Gao,
2022, as cited in Ozdere, 2023). The use of Al in recruitment and selection processes can
impact applicants' perceptions and reactions, depending on the design features of Al
assessments and the positioning of Al tools in the hiring process (Hunkenschroer &
Luetge, 2022, as cited in Ozdere, 2023). However, the use of Al in the public sector

necessitates careful consideration of variables such as trialability, observability,
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complexity and compatibility. Understanding the importance of these factors and planning
accordingly can help effectively implement Al in governmental systems (Almaiah et al.,
2022, as cited in Ozdere, 2023). Concerns concerning about the impact of Al on the
employment market , as well as potential biases and inequalities in Al systems must be

addressed (Qadir, 2022, as cited in Ozdere, 2023).

The use of artificial intelligence (AI) in education is a rapidly expanding field with
several applications and ramifications. Al technologies, powered by machine learning
algorithms, have the ability to transform teaching and learning processes, improve
educational outcomes, and enhance the whole educational experience. Al has been applied
to various aspects, including language education, feedback analysis and literature analysis.
Al-powered tools can boost language learning experiences, analyze student feedback, and
improve educational infrastructure and teaching procedures (Raj, 2023; Shaik, 2023, as

cited in Ozdere, 2023).

Al technology can also be used in higher education to assist with teaching and
learning processes. Al-powered systems can assess student data for tailored personalized
recommendations, adaptive learning, and increase student engagement (Kashive et al.,
2020, as cited in Ozdere, 2023). Additionally, Al can automate administrative wrok like
grading and scheduling, allowing instructors to focus more on instructional activities

(Kashive et al., 2020, as cited in Ozdere, 2023).

However, integrating Al in education has challenges such as teachers' lack of
expertise about Al technology and ethical concerns (Shaik, 2023; Liao, J., Y., 2022, as
cited in Ozdere, 2023). Teachers and researchers mus ensure that Al technologies are

implemented ethically and responsibly in educational settings (Dahmash et al., 2020). To
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effectively integrate Al into the curriculum , teacher training and professional development
is needed (Wood et al., 2021, as cited in Ozdere, 2023).

Overall, Al has rapidly merged into many industries, presenting both potential and
challenges. It has the ability to increase productivity, optimize operations, and help
accomplish sustainable development goals. However, ethical concerns, the need for teacher
preparation, and the possible influence on inequality and transparency must all be
addressed in order to ensure the appropriate and effective integration of Al across sectors.
1.3. Integration of Al in the English Classroom

Al integration in the English classroom refers to the use of artificial intelligence
technology and tools into language teaching and learning processes. According to Ozdere
(2023) Al-powered language learning platforms, whether online platforms or mobile
applications, provide engaging and adabtable learning experiences. These platforms use
Al algorithms to analyze learners' performance, provide individualized feedback, and offer
tailored language training. They may include language activities, vocabulary drills,
grammar explanations, and interactive simulations to help students develop their language
skills.

Incorporating Al into the English classroom yield good results in various studies. Li
and Peng (2022, as cited in Ozdere, 2023) found that the integration of an Al-based
language learning platform with a flipped classroom instructional paradigm, resulted in
positive attitudes and enhanced engagement among students. Zhao and Nazir (2022) apply
Al and online reading platforms to improve English multimode production and usage,
enabling personalized and immersive language learning experiences( as cited in Ozdere,
2023). Fitria (2021, as cited in Ozdere, 2023) investigates the impact of Al in the EFL
environment, stressing the development of intelligent teaching systems, smart classrooms,

and Al-based English teaching aids .Alhalangy (2023, as cited in Ozdere, 2023)



23

demonstrates the efficiency and reliability of automated scoring systems, focusing on the
automation of video assessment in instructional learning. Meldia and Zakir (2022, as cited
in Ozdere, 2023) address the problems faced by educators in integrating ICT into English
teaching and learning, emphasizing the necessity of training, competencies, and technical
abilities.

Al has been applied into language training to enable personalized and adaptable
learning experiences. Adaptive learning platforms utilize Al algorithms to monitor
learners' performance, identify their strengths and weaknesses, and provide individualized
learning materials and activities. Natural language processing algorithms may evaluate and
extract information from vast amounts of text, allowing for automated text summarization,
language understanding and sentiment analysis (Huang et al., 2021, as cited in Ozdere,
2023). The AI technologies analyze and evaluate learners' language performance,
providing individualized feedback and assistance using natural language processing and
machine learning algorithms (Fu et al., 2020, as cited in Ozdere, 2023). They can help
language learners understand and analyze difficult texts, boosting their reading and
comprehension abilities. In addition, Al-powered writing tools can improve writing skills
of students by offering tailored feedback and guidance. It was argued that using Al
powered writing tools can increase students' behavioral, emotional and cognitive

engagement, and self-efficacy for writing (Nazari et al., 2021, as cited in Ozdere, 2023).

These studies demonstrate the possibility of Al integration in the English
classroom, including the use of Al-based platforms, chatbots, automated assessment,
multimodal education, and intelligent teaching systems. Al technologies enable tailored
learning, increased engagement, effective evaluation, and immersive language experiences.

However, difficulties including training, ethical considerations, technical skills, and
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effective integration must be addressed in order to maximize the benefits of Al in the
English classroom.
1.4. Historical Development of Natural Language Processing (NLP) in Education

The integration of Natural Language Processing (NLP) in educations started with
simple tools for improving text processing and analysis. Early implementations included
grammar checkers and spelling which used rule-based ways to improve writing accuracy.
As machine learning techniques improved, these systems evolved to include statistical
methodologies and more sophisticated algorithms for better language understanding and
evaluation (Kukich, 2000, as cited in Kumar & Howard, 2024). The transition from rule-
based to data-driven models was a big step forward, enabling more complex language
processing and paving the door for automated feedback systems.
1.5. Contemporary NLP Applications in Language Learning

Recent advances in NLP have resulted in the development of a number ofl
sophisticated language education tools. Automated essay scoring systems like the
Educational Testing Service's e-rater, have been critical to this shift. These systems use
NLP techniques to evaluate writing quality based on syntax, content relevance and
coherence (Attali & Burstein, 2006, as cited in Kumar & Howard, 2024).
Similarly,services like Grammarly use NLP to deliver real-time grammar and style
corrections, increasing the writing skills of users by making contextually relevant

suggestions (Gonzalez & Smith, 2020, as cited in Kumar & Howard, 2024).

Conversational agents and chatbots are another important application of NLP in
language acquisition. Tools like Duolingo and Rosetta Stone use NLP to evaluate spoken
and written responses, providing immediate feedback and individualized learning ways.

These systems imitate interactive language practice environments by combining machine
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learning models and natural language understanding (Huang & Zhao, 2021, as cited in

Kumar & Howard,2024).

1. 6 AI-Based Tools for Evaluating Language
1.6 1. Web-Based Lexical Complexity Analyzer (LCA)

Ai and Lu (2010) developed the Linguistic Complexity Analyzer (LCA), a tool for
carefully assessing several linguistic complexity characteristics within a given text sample.
In order to give a full study of the complexity levels available in the language data,
components such as lexical diversity, syntactic structure, morphological variation, and
discourse aspects were considered. The Lexical Complexity Analyzer (LCA), established
in 2010 by Haiyang Ai and Xiaofei Lu. It is an electronic tool for analyzing the lexical
complexity of English texts. by drawing on earlier linguistic development studies of first
and second languages. Drawing on previous studies of first and second language
development, it measures 25 different indices related to vocabulary density, variety, and

sophistication.

1.6.2. Conversational Al as a Language Learning Tool

Recent improvements in machine learning, ASR, and NLP technology have made
conversational Al-integrated language learning a more appropriate and cost-effective
strategy. They give language learners access to language learning resources and a genuine
setting for communicating in a target language.

Furthermore, conversational Al can minimize foreign language anxiety, a persistent
issue that impeds language learning performance and achievement (Horwitz, 2001; Shao et
al., 2019; Teimouri et al., 2019, as cited in Ji, Han & Ko, 2022). Shao et al. (2019, as cited
in Ji, Han & Ko, 2022 ) stressed the importance of positive emotions like pride, hope and
contentment in language learners’ motivation and performance. It was also suggested that

teachers should work to lesson students’ foreign language anxiety in and out of the
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classroom. Furthermore, language learners have more flexibility when interacting with
conversational Al (Zhang & Zou, 2020, as cited in Ji, Han & Ko, 2022). They can also
receive scaffolding and criticism in a less intimidating environment than in typical
classrooms (Bibauw et al., 2019; Istrate, 2018, as cited in Ji, Han & Ko, 2022).
Conversational Al serves as both a pedagogical tool and an evaluative framework within
modern language education.
1.7. Benefits of NLP in Education
NLP technologies provide significant benefits to the educational industry,

particularly in improving learning experiences and outcomes for students:

1. It provides personalized learning.

2. Enhances automation and adaptability.

3. Promotes in language learning.

4. Bridges gaps.

5. Automated assignment scoring.

6. Ensures efficient use of resources.

1.7.1. Scalability and Efficiency

One of the most significant benefits of NLP in education is the capacity to scale
evaluation and feedback systems. Automated systems can grade essays, analyze written
responses, and deliver feedback to a large number of students in a timely and effective
manner. This scalability is especially useful in big class sizes, when teachers may struggle
to deliver tailored feedback to each student. Automated essay scoring methods, for

example, can help reduce the burden on teachers, allowing more tailored instruction

(Attali & Burstein, 2006, as cited in Kumar & Howard, 2024).
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1.7.2. Personalized Learning and Feedback

NLP systems can assess student writing and language use, prviding real-time
feedback suited to individual learning requirements. This individualized feedback enables
students to enhance their language skills by identifying particular areas for development,
such as grammar, sentence structure, or vocabulary usage. Unlike traditional assessment
approaches that provide broad feedback, NLP systems can provide specific suggestions,
improving the learning experience (Gonzalez & Smith, 2020, as cited in Kumar & Howard,
2024). This level of personalization enables students to learn at their own pace while

receiving immediate feedback, encouraging continuous development.

1.7.3. Immediate and Continuous Assessment

Traditional evaluations, including exams and essays, frequently deliver feedback
only after a significant wait. However, NLP-based systems can provide fast feedback,
allowing students to correct errors and learn in real-time. This continuous evaluation
technique helps students to immediately recognize and correct mistakes, resulting in a
more dynamic learning experience (Wang & Liu, 2021, as cited in Kumar & Howard,
2024). It also encourages a formative approach to learning, in which feedback is used to

foster progress rather than merely an assessment of prior achievement.

1.7.4. Language Learning and Practice

NLP-powered conversational agents, chatbots, and virtual teachers allow students
to practice language in a relaxed setting. These systems imitate real-world conversations,
allowing students develop their speaking and writing abilities. Language learning programs
such as Duolingo, use NLP to evaluate student replies and provide feedback on
pronunciation, grammar, and vocabulary usage (Huang & Zhao, 2021, as cited in Kumar &
Howard, 2024). This interactive and engaging approach to learning can boost student

motivation and help them improve their language skills.
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1.7.5. Objectivity in Assessment

Human grading is subjective, with evaluations potentially influenced by factors
such as exhaustion or unconscious bias. NLP systems provide a more consistent and
objective approach to grading, particularly in tasks such as essay scoring, where
characteristics like grammar, content relevance and coherence may be examined using
standardized approaches (Attali & Burstein, 2006, as cited in Kumar & Howard, 2024). By

reducing human bias, NLP tools help to make evaluations more fair.

Figure 1

Benefits of NLP in Education

1.8. Ethical Considerations in the Educational Use of NLP

The growing use of Natural Language Processing (NLP) in educational contexts
has highlighted various ethical considerations that must be properly addressed. Kumar and
Howard (2024) claimed that these challenges include bias, fairness, privacy, transparency,

and the potential over-reliance on automated systems.
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1.8.1. Bias and Fairness

One of the most pressing ethical concerns in NLP applications is the prevalence of
bias in the training data. NLP models use large datasets to learn language patterns, but if
these datasets contain biased information, the programs may unintentionally perpetuate
these biases. This can result in unjust evaluations of students, especially those from
underrepresented or underprivileged groups. For example, an NLP-based automated essay
grading systemmay evaluate students unfairly due to slight linguistic differences reflecting
cultural or socio-economic backgrounds (Binns, 2018, as cited in Kumar & Howard,
2024). Ensuring that training data is diverse and representative is critical for reducing

prejudice and increasing fairness in educational assessments.

1.8.2. Privacy Concerns

As NLP systems frequently rely on student data to individualize comments and
deliver personalized evaluations, issues about data privacy and security arise. Schools and
educational institutions must protect sensitive student data and keep students informed
about how their data is being used. In an age where data misuse of personal information is
becoming increasingly prevalent, secure student data should be a top priority. This
necessitates explicit procedures for data storage, usage, and sharing, as well as adherence
with relevant data protection regulations, such as the General Data Protection Regulation

(GDPR) (Tsamados et al., 2022, as cited in Kumar & Howard, 2024).

1.8.3. Transparency and Accountability
Another ethical concernis the lack of transparency in how NLP models make

choices. In many circumstances, NLP systems are viewed as "black boxes," where it is
difficult to grasp the decision-making processes. This makes it difficulte explain to

students and teachers why a specific assessment or feedback was generated. Ensuring

transparency and accountability in NLP systems is critical to building confidence.
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Educators and students should understand how these systems operate and have avenues for
recourse in the event of inaccurate assessments (Selbst et al., 2019, as cited in Kumar &
Howard, 2024).

Figure 2

Considerations for NLP in Education.

— Ethical Considerations

— Practical Considerations

Balancing Ethical and practical consideration

1.9. Practical Considerations in the Educational Use of NLP

Beyond ethical considerations, there are other practical challenges that teachers
and institutions must address when employing NLP-based tools in education. These
concerns include cost, accuracy, and integration with established educational procedures

(Kumar & Howard).

1.9.1. Accuracy and Limitations of NLP

NLP systems have become more sophisticated, yet they are not perfect. These
systems may neverthless struggle with complicated linguistic tasks including
comprehending idiomatic expressions, context and creative writing. Misinterpretations or
mistakes in automated assessments might result in inaccurate feedback or unjust
evaluations, negatively impacting students' learning experiences (Liu & Yang, 2020, as
cited in Kumar & Howard, 2024). Instructors must be aware of these limitations and
employ NLP technologies with traditional assessment methods to deliver a balanced

evaluation.
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1.9.2.0ver-Reliance on Automation

One practical issue is the potential over-reliance on automated tools for evaluation
and feedback. While NLP systems can be extremely useful in managing vast amounts of
student work, there is a risk that instuctors will rely too heavily on these systems, ignoring
the nuanced judgment and individualized feedback that only human teachers can provide.
Striking a balance between automation and human engagement is crucial for providing
students both objective assessments and the personal touch that stimulates deeper learning

(Wang & Liu, 2021, as cited in Kumar & Howard, 2024).

1.9.3. Cost and Accessibility

Integrating NLP-based technologies in education can be expensive, especially in
institutions with limited resources. Developing and maintaining new technologies into
current educational infrastructures may necessitate a large financial investment.
Furthermore, accessibility difficulties exist, as not all students may have equal access to
the devices or platforms needed to interact with these tools. Ensuring equitable access to
technology and resolving the digital divide are critical to prevent increasing existing

educational inequities (Smith & Rogers, 2022, as cited in Kumar & Howard, 2024).

1.9.4. Integration into Existing Educational Practices

NLP technologies must viewed as an addition to, rather than a substitute for,
established teaching and assessment approaches.To successfully integrate new tools into
the classroom, significant idea must be given to how they can assist existing pedagogical
practices. Educators may need to be trained to use NLP tools effectively, and the tools
themselves must be adaptable to a wide range of teaching styles and curriculum (Hwang &
Lai, 2017, as cited in Kumar & Howard, 2024). Furthermore, educators must be involved
in the development and improvement of NLP tools to ensure that they suit the practical

needs of both teachers and students.
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10. Future Directions for NLP in Education

The future of Natural Language Processing (NLP) in education has enormous
potential for innovation and transformation. One significant direction is to improve the
accuracy and fairness of NLP tools. Because present systems frequently suffer with
prejudice and contextual awareness, future research should concentrate on developing
more advanced models that better undrestand nuances in language, linguistic differences
and cultural diversity. This will be required more varied datasets,as well as develpments in
machine learning approaches to ensure fair and equitable assessments for all students,
particularly those from non-dominant language backgrounds (Kumar & Howard, 2024).
Conclusion

Advancements in technology have had a tremendous impact on many parts of
society, including language learning. The growing integration of Artificial Intelligence
(Al) into various industries has created new oppurtunities for language teaching. In
particular, Al has arisen in the field of English teaching, providing unique solutions for
language learning. Al-powered language learning platforms are becoming increasingly
popular, offering personalized and engaging learning experiences for learners. These
platforms use Al technologies like Natural Language Processing (NLP), to analyze and
undestand text and speech, allowing developers to get insights into learners' language
creation. Furthermore, Al has been used into language assessment and evaluation,
providing automated language evaluation systems that can compete favorably with
traditional approaches. These Al-powered assessment tools enable rapid and objective
evaluations of language proficiency. However, the incorporation of Al in English

instruction raises ethical concerns that must be addressed.
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Chapter Two: Research Methodology

Introduction

The present chapter is devoted to the practical framework of the study. This
investigation adopts a descriptive-correlational approach to evaluate how lexical richness
changes in relation to the academic level of EFL students. Thus, a corpus analysis was
performed on undergraduate students at the English department of 08 May 1945
University, Guelma. The selection of the method was based on the study objectives, which
aimed at providing a detailed understanding on how lexical richness, including lexical
variety, lexical density and lexical diversity, evolves across academic stages and how it

relates to academic development.

2.1. Research Design and Approach

Examining and evaluating lexical richness in higher education necessitates the use of
a descriptive-correlational research design along with a quantitative method, implemented
through a student-authored corpus analysis as an attempt to answer the research questions

as well as to accept or reject the research hypotheses.

Quantitative research is commonly defined as an approach that is centred on testing
objective theories by examining the relationship between measured variables. These
variables are quantified through instruments that provide numerical data, which are later
analyzed through statistical procedures. This design operates through the deductive testing
of theories or hypotheses (Creswell & Creswell, 2018). The researchers begin by selecting
a theory and formulating a narrow testable prediction, the so-called hypothesis, grounded
on that theory.. The following step is collecting data using instruments such as surveys,
questionnaires, and tests that measure attitudes or behaviors. Subsequently, the numerical
data are analyzed to derive a final conclusion about the tested hypothesis in order to

determine whether it is supported or refuted.
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Similarly, Barella et al. (2024) posit that quantitative research seeks to reveal
relationships, trends and patterns in data with the intention of generalizing the results to a
wider population. Quantitative research further aims to yield valid and reliable data in the
interest of explaining, predicting or controlling the phenomena under investigation.
Ultimately, the quantitative method offers numerous advantages for researchers. It fosters
objectivity, enabling unbiased data collection and analysis, as well as the potential
generalizability of results, especially when using a representative samples that reflect
broader populations. Also, the numerical nature of such data allows an efficient analysis,
especially when using computer software, which eventually ensures a better validity and
reliability of the results. Owing to the aforementioned benefits and the suitability of the

approach to the research topic, we opted for the use of the current research design.

2.2. Sample and Target Population

A target population of 465 first-year and third-year undergraduate students at the
Letters and English Language Department, University of 08 May 1945, Guelma was
selected during the academic year 2024-2025. The two educational levels were
intentionally chosen because the first-year level represents the initial stage of receiving
educational instruction at the university, whereas the latter represents the final stage of
undergraduate education, denoting a more advanced stage of lexical acquisition.
Additionally, the decision was due to the continued exposure of third-year students to
academic discourses besides extended writing practices and assignments, such as written
and oral presentations, essays and overall research projects. This selection also establishes
a comparative basis for the study and allows for observing the developmental changes in
lexical richness across the undergraduate educational cycle, in terms of its three major

components: lexical density, lexical diversity and lexical sophistication more precisely.
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The sample was one of convenience that aligned with the objectives of the research
and the sampling method can therefore be classified as convenience purposive sampling.
Only those classes’ whose teachers expressed willingness to participate in the study were
included. The selection was maintained on the basis of practicality and purposeful
relevance. Out of 465 students, only 60 were chosen as a sample, 30 out of the 253 first-
year students and another 30 out of the 212 third-year students. The thing that allowed for
a balanced representation of both educational levels. Another reason behind the selection
was the efficiency of data collection, analysis and interpretation within this limited sample

size.

2.3. Research Instruments

During the data collection process, a writing task was assigned to both groups of
first-year and third-year groups. In the data analysis phase of the investigation, the web-
based Lexical Complexity Analyzer (LCA) was employed as a tool for measuring lexical
richness in the written texts of students. Microsoft Exel was implemented to organize
numerical data obtained by LCA. At a later stage, SPSS software (Statistical Package for
the Social Sciences) was used to derive the statistics needed for answering the research
questions and for testing the hypotheses based on the output obtained through the use of
the LCA. Regarding the reliability and validity of these instruments, the writing task was
carefully designed to elicit students’ authentic and personal language use, presenting a
suitable tool to demonstrate their lexical resources. The choice of the topic ensured content
validity by promoting the generation of ample data necessary for effective analysis. Then,
the obtained writing samples were analyzed through the LCA, a widely used tool
characterized by validity in assessing lexical diversity, lexical sophistication and lexical
density. The automated analysis of lexical richness that the tool offers minimizes research

biases and errors, leading to consistent results. While SPSS was primarily chosen to
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compute statistics, its use enabled a fair and systematic comparison of findings, thereby

enhancing the overall reliability and validity of the research.

2.4. Data Collection Procedures

The process of data collection began by administrating the writing task to each of the
first-year and third-year groups, whereby it was distributed and collected in a controlled
classroom environment during regular sessions at separate intervals, and over a period of
two to three weeks. After the collection of the hand-written samples of students, the phase
of text transcription took place, which was critically important for preparing the raw data
needed for analysis. Equally important, ethical considerations were strictly adhered to at
this stage of the study. All participants granted informed consent before engaging in the
task. As researchers, we also placed a considerable emphasis on ensuring the anonymity
and confidentiality of their responses throughout the research process, in addition to

respecting their voluntary participation in the study.

2.5. Corpus Analysis
2.5.1. Aims of the Corpus Analysis

In this research, the corpus analysis is primarily intended to explore and compare
lexical richness manifested in the written texts produced by first-year and third-year
undergraduate students. It also seeks to identify any measurable differences and common
patterns that occur in their vocabulary use. Furthermore, it aims at determining the average
scores of lexical richness levels reflected in their writings and offering insights into their

language proficiency and academic progression.

2.5.2. Corpus Selection Criteria
As previously detailed, the selection of first-year vs. third-year students was intended
to ensure a comparative analysis across the two different academic levels, i.e. the initial

and final stage of undergraduate study. Over thirty (30) text samples were collected from
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each group. Nevertheless, only samples that met specific criteria were selected. Several
texts were eliminated because of were too short to be proceeded by the LCA tool and

lacked coherence, including multiple grammar errors that made them difficult to read.

When considering the quantity and type of texts collected, the sixty (60) selected
samples were descriptive in nature with some narrative elements due to the nature of the
task assigned to them, in which the students had to describe a movie they have watched
with a summary of its key events. This descriptive task encouraged them to use varied
expressions and adjectives resulting in supporting an effective evaluation of lexical

sophistication, lexical diversity and lexical density.

2.5.3. Description of the Corpus

The collected corpora comprised 60 hand-written texts by first-year and third-year
students in the classroom. In the given task, both groups were asked to describe the best
movie they had ever watched, including what made it special for them, and what feelings
did it leave in them, as well as providing a general summary of the plot. Each respondent
was given a hard copy of the prompt and wrote their responses in a paragraph form on the
same paper. These writings were later on rewrote into a digital version. Another critical
notion worth highlighting is that each text sample was treated as an individual unit in the

corpus.

The participants of the study are Arabic-speaking learners. Most of them learned
French as a second language and English as a foreign language (EFL) within educational
settings. There is a considerable variation between their English proficiency levels arising

from the differences in exposure to the language.
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2.5.4. Corpus Analysis Procedures

The corpus analysis was conducted using the Lexical complexity analyzer (LCA),
SPSS software, with a slight assistance from Microsoft Excel, as discussed earlier. To
address the first research question—*“1) How is lexical richness measured in terms of
lexical density, diversity, and sophistication?”—this section provides a detailed account of
the commonly adopted metrics in the literature, along with those specifically employed in
the present study. The LCA calculated 22 different indices of lexical complexity of

students’ written productions including:

e Lexical density (LD).
e Lexical sophistication (LS) which contains: Lexical sophistication 1 (LS1) and

Lexical sophistication IT (LS2).

This table illustrates the formulas through which the proxy measures of lexical density
and sophistication are calculated (Adapted from Gouider, 2023 b; Lu, 2012; Nasseri &

Thompson, 2021):

Table 1

Lexical Density and Sophistication Indices

Measure Code  Quantification Example
1-Lexical density -LD -Njex/N -Number of content words divided by the number
of tokens

2-Lexical sophistication
a-Lexical sophistication-I =~ -LS1 - Ngjex/Njex - Number of sophisticated content words

divided by the number of content words.

b-Lexical sophistication-II -LS2 -Ty/T -Number of sophisticated lexical types divided by

the number of lexical types.




e Lexical variation (LV) counted through:
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» NDW (Number of different words (NDW), NDW (first 50 words) (NDWZ-50),

NDW (expected random 50) (NDW-ER50) and NDW (expected sequence 50)

(NDW-ES50)),

» TTR (Type/Token ratio (TTR), Mean Segmental TTR (50) (MSTTR-50),

Corrected TTR (CTTR), Root TTR (RTTR), Logarithmic TTR (log TTR) in

addition to Uber Index (Uber)),

» Verb diversity (Verb variation-I (VV1), Squared VV1 (SVV1) as well Corrected

VV1 (CVV1)).

» Lexical word diversity (Lexical word variation (LV), Verb variation-11 (VV2),

Noun variation (NV), Adjective variation (AdjV), Adverb variation (AdvV) and

Modifier Variation (ModV)).

The following table displays the quantification method for the previous metrics

(Adapted from Gouider, 2023 c; Lu, 2012):

Table 2

Lexical Variation and Diversity Proxy Measures

Proxy Measures of Lexical Variation Code

Quantification Method

Explanation

-Lexical variation

1-Number of different words -NDW-
(expected random 50) ER50
-NDW-

2-Number of different words

-Mean T of 10
random 50-word
sample

-Mean T of 10

-The average number of types in 10 random

samples of 50 words.

- The average number of types in 10

ES50 random 50-word
random samples of 50 words sequences

(expected sequence 50) .

sequence with

. with random starting points.

random starting

points
-Lexical verb and word diversity

1-Verb diversity
a-Verb Variation-I -VV1 ~Tyer/Nvers - N of verb types /N of verbs.
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b-Squared VV1 -SVVl1 “T%er/ Noert - Squared N of verb types/ N of verbs.
c-Corrected VV1 -CVVl T/ V2Nverb - N of verb types/ squared root of verbs’ N.
d- Verb variation-II -VV2 = Toert /Niex - N of verb types / N of lexical words.
2-Lexical word diversity

a-Lexical word variation -LV - Tiex/Niex - N of lexical types/ N of lexical words.

b- Noun variation -NV “Tooun/ Niex - N of Noun types/ N of lexical words.

c- Adjective variation - AdjV - Tagi/ Niex - N of adjective types/ N of lexical words.

d- Adverb variation - AdvV “Tage/ Niex - N of adverb types/ N of lexical words.

e- Modifier variation - ModV ~(Tagj+ Taav)/ Niex - N of Noun types/ N of lexical words.

The data analysis process followed an organized procedure. Firstly, the hand-written
samples were transcribed into digital text format. Second, the transcribed texts were input
into the LCA computational tool to calculate the aforementioned lexical complexity
metrics, providing detailed numerical data about each learner’s linguistics profile based on
each submitted text. Thirdly, the obtained results from LCA were carefully structured and
organized with Excel. Then, they transferred to SPSS to perform statistical analysis of data.
The software's principal function involved calculating descriptive statistics such as the
mean (average) scores and standard deviations, as well as providing inferential statistics to
decide whether the differences observed between the groups were significant and valid or

not.

Conclusion

The study employed a systematic methodology using Lexical Complexity Analyzer
(LCA) to measure lexical richness across different metrics, supported by Excel for data
organization and SPSS for deep statistical analysis. These chosen tools ensured
comprehensive as well as reliable data processing and analysis in addressing research
questions. The methodology also ensured reliable measurement of lexical diversity, lexical

density and lexical sophistication across the two student groups.
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Chapter Three: Results & Discussion
Introduction
The following part of the chapter is devoted to the findings obtained from the
analysis of lexical richness in the writings of first-year and third-year undergraduate
learners through the SPSS software. The results are presented in tables and organized to
reflect the main lexical richness indices measured, shedding light on both key patterns,
tendencies and statistical outcomes. The results are structured into three main parts:

descriptive statistics, inferential statistics and effect size of the differences.

3.1. Descriptive Statistics

In the analysis of descriptive statistics, the primary focus is put on the obtained
mean scores and standard deviations (SD). The mean scores serve to answer the second
research question “2) What are the average scores of lexical richness embedded in the
spontaneous writings of both groups?”. The latter (SD) identifies how much the scores
vary from the average ones. Descriptive statistics in this section will be used also to answer
the third research question “3) How do the writings of first-year and third-year EFL
students differ in terms of vocabulary use?” through the interpretation of the differences
between the obtained scores pertaining to the three aspects of lexical richness targeted in
this study. The fourth research question “4) How do academic performance relate to lexical
richness development in higher education?”” will be also addressed through the elaboration

on the statistics provided in the tables below.
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Table 3

Descriptive Statistics for Lexical Density and Lexical Sophistication Scores

Level Numbe  Mean (Average score) Stanard Deviation Std. Error
r Mean
LD  I%year  30.00 0.22 0.01 0.00
3year  30.00 0.22 0.01 0.00
LSl 1%year  30.00 0.72 0.29 0.05
3year  30.00 0.83 0.02 0.00
LS2  1'year  30.00 0.59 0.22 0.04
3year  30.00 0.69 0.01 0.00

The table presents the descriptive statistics for lexical density (LD), lexical
sophistication 1 (LS1) and lexical sophistication 2 (LS2) across both groups of first-year
and third-year. As shown in the table, for lexical density, both groups are scored identically
with an average score of 0.22 and an SD of 0.01. This suggests that both groups use a
similar proportion of content or lexical words relative to the total number of words in their
texts, although the differences in their vocabulary use, the balance between the content
words and tokens remains consistent across the academic levels. Concerning lexical
sophistication 1, third-year students showed a higher mean score of 0.83 compared to 0.72
of the first-year group, whereas the SD of third—year (0.02) was less than the first-year
deviation (0.29). The same trend appeared in lexical sophistication 2, where mean scores of
third-year (0.69), with a low SD of 0.01, were higher than the first-year ones (0.59), which
showed a large SD of 0.22. This indicates that third-year learners highly use a sophisticated
vocabulary in a consistent manner compared to their first-year peers, for instance, they

employed the words “cinematography”, “Immersive” and “post-apocalyptic” in their texts,
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which are classified as advanced and low-frequent words according to Oxford Learner’s

Word List.

Table 4

Descriptive Statistics of Lexical Variation Scores for First-year and Third-year Students

Index Level N Mean (Average score)  Standard. Deviation  Std. Error Mean
NDW I"year  30.00 25.53 1.04 19
3“year 30.00 25.77 1.01 18
NDWZ  1%year 30.00 18.23 1.25 23
3year  30.00 18.23 1.45 27
NDWERZ 1%year 30.00 18.40 48 .09
3 year 30.00 18.43 74 14
NDWESZ 1%year 30.00 18.21 58 A1
3 year 30.00 18.30 .60 A1
TTR I*'year  30.00 .05 01 .00
3“year 30.00 .03 01 .00
MSTRR  1¥year 30.00 37 01 .00
3year  30.00 36 01 .00
CTTR 1" year 30.00 .78 A1 .02
3“year 30.00 .65 11 .02
RTRR  1*year 30.00 1.10 15 03
3“year 30.00 .93 15 .03
LOGTTR  1*year 30.00 52 .02 .00
3“year 30.00 49 .02 .00
UBER  I%year 30.00 5.64 .08 .02
3year  30.00 5.66 .07 01
VVi1 I*'year  30.00 .05 .02 .00
3year  30.00 .04 01 .00
SVVI I*'year  30.00 .05 .02 .00
3year  30.00 .04 01 .00
CVVl1 I"year  30.00 .16 03 .00

3year  30.00 13 .02 .00
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LV 1*year  30.00 .03 01 .00
3 year 30.00 .02 01 .00

VV2 I"year  30.00 01 .00 .00
3year  30.00 .01 .00 .00

NV I"year  30.00 .02 01 .00
3“year 30.00 .01 01 .00

ADJV  1%year 30.00 01 .00 .00
3year  30.00 .01 .00 .00

ADVV  1%year 30.00 01 .00 .00
3year  30.00 .01 .00 .00

MODV  1%year 30.00 22 01 .00
3 year  30.00 22 01 .00

The table reveals the lexical diversity measures for both groups of first-year and
third-year. The NDW (Number of Different Words) index was 25.53 for the first-year and
25.77 for the third-year group, reflecting results that were closely aligned. However, the
Type-Token Ratio (TTR) of first-year (0.05) was slightly higher than third-year (0.03),
depicting more diverse vocabulary relative to the text length compared to the third-year
level. Indices such as Mean Segmental TTR (MSTRR), Corrected TTR (CTTR), Root TTR
(RTTR), Logarithmic TTR (LOGTTR), Verb variation-I (VV1), Squared VV1 (SVV1),
Corrected VV1 (CVV1), Lexical word variation (LV) and Noun variation (NV) showed
higher but approximate average scores for first-year learners, while the other measures
remained similar in both groups. In conclusion, first-year students demonstrated greater

lexical variation compared to third-year students.

3.2. Inferential statistics
Table 3 highlights the inferential statistics of the 24 metrics of lexical richness
obtained by the software. This data is ued to test the hypotheses presented in the

introduction of this dissertation. Before discussing the results, it is essential to note that
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statistical significance serves to measure the significance of the differences between the
lexical richness scores of the two groups. The calculated p-value represents the criterion
based on which the discrepancy between scores is said to be significant or not. In other
words, it reveals the likelihood with which such a difference can be obtained by chance.
The Two-sided P-value that is highlighted in bold in the table below is chosen for reporting
the significance of the difference instead of the one-sided P-value because of the nature of
the hypotheses. If the p-value was below 0.05 (<0.05), the observed differences are
considered statistically significant and unlikely to occur by chance. In contrast, a p-value
above the alpha value that is 0.05 (>0.05) indicates that the differences may be the result of

a random chance and not statistically significant.

Table 5

Inferential Statistics Related to Lexical Richness Scores

Independent Samples Test

Levene's Test for t-test for Equality of Means
Equality of
Variances
F Sig. T df Significance Mean Std. 95%
Differe Error Confidence
nce Differe Interval of
nce the
Difference
One- Two- Low  Upp
Sided Sided er er
p P
LD qual 1.22 27 77 58.00 22 45 .00 .00 .00 .01
assumed
il 77 54.99 22 45 .00 .00 .00 .01
assumed
LS1 il 20.15 <.001 -1.96 58.00 .03 .06 -.10 .05 =21 .00
assumed
il -1.96 29.38 .03 .06 -.10 .05 =21 .00
assumed
LS2 qual 22.26 <.001 -2.31 58.00 .01 .02 -.09 .04 -.17 -.01
assumed
ol -2.31 29.12 .01 .03 -.09 .04 -.18 -.01
assumed
ND qual .05 .83 -.88 58.00 .19 38 =23 .26 -.76 .30
assumed
W Equal
varianess not -.88 57.93 .19 .38 =23 .26 -.76 .30
assumed
ND il .79 38 .00 58.00 .50 1.00 .00 .35 -.70 .70
WZ assude
ol .00 56.73 .50 1.00 .00 .35 -.70 .70
assumed
ND ol 3.67 .06 -.19 58.00 43 .85 -.03 .16 =35 .29
WE asﬁumﬁlzd
Equa -.19 49.61 43 .85 -.03 .16 -.35 .29

RZ variances not

assumed
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ND Bl .10 75 -57 5800 .29 57 -.09 15 -39 22
WES assumﬁl:d
7 ! -57 5794 29 57 -.09 15 239 22
assumed
TTR S 25 62 439 5800 <.001  <.001 01 .00 01 .02
assumed
ol 439 5775 <001 <001 01 .00 01 .02
assumed
MST —a .52 48 1.60 58.00 .06 A1 .00 .00 .00 .01
RR asfumsd
! 1.60 5752 .06 11 .00 .00 00 01
assumed
CTT  Jfowl 1.09 30 452 5800 <001 <.001 13 03 07 .18
R asﬁumed
! 452 5800 <001 <001 13 .03 07 .18
assumed
RTR o 1.19 28 454 5800 <001 <.001 18 04 10 26
R assumed
ol 454 5800 <001 <001 18 04 10 26
assumed
LOG i 1.22 27 4.53 58.00 <001  <.001 .03 01 02 .04
TTR asfumsd
ol 453 5799 <001 <001 .03 01 02 .04
assumed
UBE ol 29 59 ) 5800 .24 A7 -01 .02 -05 .03
R
72 5563 24 47 -01 02 -05 .03
assumed
Vvl e 78 38 492 5800 <001 <001 02 .00 0l .03
assumed
ol 492 5516 <001 <001 02 .00 01 .03
assumed
SVV Pl 78 38 492 5800 <001  <.001 02 .00 01 .03
1 assumed
ol 492 5516 <001 <001 02 .00 01 .03
assumed
cvy .09 77 5.11 5800 <001  <.001 03 01 02 .04
1 asﬁumed
== 5.11 5706 <001  <.001 .03 01 02 .04
assumed
LV Sl 03 87 427 5800 <001 <001 01 .00 01 .02
assumed
ol 427 5800 <001 <001 01 .00 01 .02
assumed
VV2 Bl 10408 <.001 349 5800 <001 <.001 .00 .00 00 .01
assumed
ol 349 3690  <.001 .00 .00 .00 00 .01
assumed
NV Sl .05 83 3.00 5800 .00 .00 .00 .00 00 .01
assumed
! 3.00 5757 .00 .00 .00 .00 00 01
assumed
ADJ il 104.08 <.001 3.49 58.00  <.001 <.001 .00 .00 .00 .01
V assumed
ol 349 3690  <.001 .00 .00 .00 00 .01
assumed
AD —a 104.08 <.001 3.49 58.00 <.001 <.001 .00 .00 .00 .01
VV assude
ol 349 3690  <.001 .00 .00 .00 00 .01
assumed
MO . 49 48 5.21 58.00  <.001 <.001 .01 .00 .00 .01
DV asﬁumed
e 5.21 5649  <.001 <.001 .01 .00 .00 .01
assumed

The p-value of the lexical density (LD) index was 0.45, indicating that the

difference in the score between first-year and third-year levels was likely obtained by
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chance. This leads to the rejection of the alternative hypothesis and the adoption of the null
hypothesis instead. That is to say, there is no significant difference in the mean scores of
lexical density reflected in the written output of first-year and third-year EFL students.
LS1, with a p-value of 0.06, was above the typical 0.05 value, this suggests that the
variation was not statistically significant, but very close to the threshold of statistical
relevance. The significance of the difference between the two groups when it comes to
lexical sophistication was more evidenced through the use of LS2 as an index, where a p-
value of 0.02 was reported. The latter result signifies a meaningful increase in lexical
sophistication among third-year students and therefore provides sufficient evidence to
reject the null hypothesis in favor of the alternative. In other words, there is a significant
difference in the mean scores of lexical sophistication reflected in the compositions of the
two groups. The findings fall in line with the common belief that learners' vocabulary will

be more sophisticated as they progress in their academic journey.

In opposition, several Indices of lexical variety(e.g. TTR, CTTR, RTTR), as well as
some verb and word variation indices, revealed highly significant discrepancies (p-value of
0.001) where first-year students proved to be superior in diversifying the vocabulary used
while writing. Given the p-value is way below the significance level, the null hypothesis is
rejected and the alternative one is accepted. That is, there is a significant difference in the

mean scores of lexical diversity and variation in the performance of the two groups.

The overall results showed that lexical density stays almost the same as students
move forward in their academic career, sophistication tends to be higher with students
who belong to an upper academic level while lexical diversity is greater among the first-

year students who have lesser exposure to EFL.



3.3. Effect Size of the Differences

The major function of the effect size is that it shows the practical significance of the
differences in lexical richness between first-year and third-year learners through the
“Cohen’s d” value, in other words, it indicates how meaningful the differences between the
lexical richness scores of the two groups. If Cohen’s d value is around 0.2, it demonstrates
a small effect that is not noticeable in the real world. A d value of around 0.5 represents a
medium effect that is moderately noticeable. While a values of 0.8 denotes a large effect
that is obvious and important, meaning a strong difference that has a meaningful impact. A

negative Cohen’s d means the third-year group has a higher average than the first-year

group.

Table 2

Effect Sizes of the Difference between the two Groups

Independent Samples Effect Sizes

Standardizer® Point Estimate 95% Confidence Interval
(d) Lower Upper

LD Cohen's d .01 .20 =31 .70
LS1 Cohen's d 21 -.50 -1.02 .01
LS2 Cohen's d .16 -.60 -1.11 -.08
NDW Cohen's d 1.02 -23 =73 28
NDWZ Cohen's d 1.36 .00 -.51 51
NDWERZ Cohen's d .62 -.05 -.55 46
NDWESZ Cohen's d .59 -15 -.65 .36
TTR Cohen's d .01 1.13 .58 1.68
MSTRR Cohen's d .01 41 -.10 .92
CTTR Cohen's d A1 1.17 .61 1.71
RTRR Cohen's d 15 1.17 .62 1.72
LOGTTR Cohen's d .02 1.17 .62 1.72
UBER Cohen's d .08 -19 -.69 32
VVI Cohen's d .01 1.27 71 1.82
SVV1 Cohen's d .01 1.27 71 1.82
CVvVli Cohen's d .02 1.32 .76 1.88
LV Cohen's d .01 1.10 .56 1.64
VV2 Cohen's d .00 90 37 1.43
NV Cohen's d .01 7 25 1.30
ADJV Cohen's d .00 90 .37 1.43
ADVV Cohen's d .00 90 .37 1.43
MODV Cohen's d .00 1.35 .78 1.90
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Lexical density (LD) showed a small effect size (Cohen’s d=0.2). Both lexical
sophistication measures, LS1 and LS2, revealed a medium negative effect (d= -0.5, -0.6).
This indicates that third-year students have moderately higher lexical sophistication than
first-year students. Moreover, different lexical variation indices, such as TTR (0.13),
CTTR (1.17), RTTR (1.17), VV1 (1.27) and LV (1.10), presented a large effect, therefore

signifying greater lexical variety among first-year students.

3.4. Summary and Discussion of Corpus Analysis

The descriptive statistics demonstrated that lexical density, calculated as the
proportion of lexical items (nouns, verbs, adjectives) to the total number of words (tokens),
is remarkably stable across both first-year and third-year groups. Each level showed an
average score of 0.22, with a low standard deviation (0.01), the latter shows that the
obtained scores were characterized by low variability. However, these outcomes were not
statistically significant (p=0.45) and corresponded to a negligible effect size (d=0.20),
denoting that the difference between the density of the texts of the two groups is unlikely
to be distinguishable by an average reader. The findings confirm that the balance between
lexical words (or items) and the overall number of words remains consistent across the

academic levels.

Regarding lexical sophistication, third-year students exhibited higher lexical
sophistication (Av. LSI= 0.83, Av.LS2= 0.59) compared to their first-year peers
(Av.LS1=0.72, Av.LS2= 0.59). The differences approached the threshold statistical
significance (p=0.02 for LS1 and p=0.06 for L.S2) and they are supported by moderate to
large negative size effect (Cohen’s d=-0.5, Cohen’s d=-0.6) denoting a meaningful
progress in lexical sophistication which increases with academic experience. Here, it is
worth noting that The negative sign (Cohen’s d=-0.5, Cohen’s d=-0.6) reflects the group

coding in SPSS rather than a directional interpretation of the results. These outcomes are
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consistent with the findings of Ha (2019), who conducted a study on a group of EFL
Korean undergraduate learners, which concluded that lexical sophistication is the most
influential factor determining writing quality and it is strongly correlated with greater

language proficiency and, therefore greater lexical richness.

In contrast to lexical sophistication, lexical diversity metrics, particularly
Type/Token ratio (TTR), Corrected TTR (CTTR), Root TTR (RTTR) and others,
underscored that the first-year group manifests higher lexical variety than the third-year
group. Moreover, the majority of differences obtained were statistically significant with a
p-value of 0.01 which is below the 0.05 cutoff. Also, most of the lexical variation measures
showed a large size effect (Cohen’s d value >0.8), illustrating that first-year undergraduate
learners tend to employ a wider range of vocabulary types, which reflects more diverse and
richer language at the entry-level. The expected reason behind such outcomes is linked to
the sensitivity of TTR measure to text length. In a longer text sample, the number of
repeated words rises; hence, exhibiting a lower TTR value because the proportion of
unique words (types) to the total words (tokens) decreases. This limitation is evidenced in
the written texts produced by third-year students, which were mostly longer in length, in
comparison to first-year students. This directly affirms the research findings of Johansson

(2008).

To sum up, the findings of the study revealed that lexical density remained
essentially stable across the academic levels. This consistency demonstrates that both
groups of first-year and third-year used a comparable proportion of lexical items,
regardless of academic progression. Therefore, the null hypothesis is supported. Whereas,
third-year students showed greater lexical sophistication that was reflected in their use of
more low-frequent vocabulary in their written productions. The findings indicate that

academic experience and improved language proficiency contribute to increased
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vocabulary sophistication. That is to say, the alternative hypothesis is accepted and the null
hypothesis is refused. Contrastingly, first-year students exhibited greater lexical diversity
than their third-year counterparts, as evidenced earlier, which confirms the alternative
hypothesis and denies the null hypothesis. In conclusion, the results partially support the
research hypothesis. There is a significant difference in lexical richness only in terms of

lexical sophistication.

Conclusion

As presented in the chapter, the findings indicated a significant difference in lexical
sophistication (LS2). as well as in lexical diversity, while lexical density did not show any
significant difference. These results were subsequently analyzed and interpreted in detail,
providing a deeper exploration of how academic progression can affect lexical richness and

its relation to language proficiency.
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General Conclusion

In summation, the findings of the current study indicated that lexical density
remained consistent across first-year and third-year levels, denoting that academic
progression isn’t necessarily related to the incorporation of a higher volume of content
words. From another angle, third-year students showed a higher level of sophistication,
characterised by the use of low-frequency vocabulary. This reflects the role of academic
experience and improved language proficiency in more sophisticated lexical choices.
Conversely, first-year students presented a higher degree of lexical variety, making use of

a broader unique vocabulary range than their third-year counterparts.

Pedagogical Implications

In light of the study outcomes, it is clear that lexical richness plays a paramount
role in language proficiency. Building on this, teachers have to employ teaching strategies
that enhance lexical diversity, lexical density, as well lexical sophistication. These indices
are quite essential for a student’s language development. Hence, to promote this progress,
educators can implement different vocabulary exercises that are designed specifically to

encourage learners to use more varied and advanced vocabulary.

Equally important, since first-year students exhibited higher lexical diversity
compared to their third-year peers, teachers should incorporate more activities that
encourage the students to use a broader range of vocabulary. Such activities may include
writing prompts that encourage students to use diverse expressions, as well as focusing on

reading tasks aimed at lexical variation.

Regarding curriculum and classroom practices, educators and instructors need to
pay attention to the integration of more opportunities for students to engage with academic

texts that promote lexical richness. Furthermore, regular assessments of student’s lexical
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baggage, tailored with instructional activities, can help in ameliorating lexical

sophistication throughout their academic journey.

Limitations of the Research
This study encountered several drawbacks that slowed down the progress of the

work. Some were addressed, while others were not.

» This study compares different levels (first and third years) at a single point in time
rather than tracking the same students longitudinally. Therefore, it cannot fully
account for individual developmental trajectories or external factors that influence
lexical growth over time.

» We faced challenges in collecting the data needed for the research as some teachers
refused to collaborate, due to time constraints, claiming that timing was unsuitable
for their schedules.

» While there are many resources examining lexical richness indices, there was a
limited body of work devoted specifically to the concept of lexical richness as a
whole.

» Although LCA provided useful quantitative measures, however, it may not fully
capture the qualitative aspects of lexical richness.

» The timing of the second-year master students’ training, which was conducted in
high/middle schools, was inconvenient and slowed down the process. It would have
been better if it had been planned during the third-year program.

» Time constraints: Searching and selecting the appropriate sources took a long time.

» Accessing many essential sources for this investigation required financial resources

that were beyond the means of the present researchers.
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» Reading the students’ texts was challenging because they were handwritten and
also contained a lot of spelling errors which required correction. Therefore, some
of these text samples were excluded from the corpus.

» The study relied on written items that may not fully reflect students' overall lexical

proficiency such as spoken vocabulary, receptive knowledge, and pragmatic usage.

Suggestions for Future Research

In addition to the topic of this study, which investigated the evaluation of lexical
richness development in higher education through the use of artificial intelligence, various
additional issues in this area should be addressed to support the findings and add missing
points. Below are some preferred suggestions that may assist future researchers.

» Longitudinal studies that follow the same group of students over multiple academic
years would provide deeper insights into the trajectories of lexical development.
These designs would allow researchers to monitor individual growth patterns and
better understand the factors that contribute to lexical development over time.

» Using mixed-methods research designs that combine quantitative and qualitative
data can enrich the analysis and interpretation of lexical development. For example,
interviews, classroom observations, and teacher feedback can provide valuable
contextual information to complement these statistical findings.

» Further studies should try to account for individual differences among learners,
such as motivation, prior exposure to the language, learning strategies, and
language use in extracurricular activities. Including these variables would allow for
a more accurate examination of the factors influencing the development of lexical
richness.

» While automated tools such as the Language Complexity Analyzer (LCA) are

valuable for quantitative analysis, future researchers may benefit from combining
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automated measures with qualitative analysis.

» Future studies may explore how Al-based tools, such as intelligent tutoring
systems, adaptive learning platforms, and advanced vocabulary analysis software,
can support and measure lexical development.

Through this research, an effort was made to cover all areas related to the essential
elements of lexical richness and Al in language evaluation. The primary goal of this
research was to clarify any barriers to understanding and contribute to advancing
knowledge, with the hope that this modest research will provide a solid foundation for

future research in this area.
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Appendix A: Writing Task

University of 8 May 1945, Guelma Duration : 20 min
English Department

Task

The question: In a form of a paragraph, talk about the best movie you have ever watched
( what is this movie, what makes it special for you, what emotions did it leave you with ... )

The answer
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00 000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000csss
00 00000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000scsss
00 000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000csss
£ 0 0000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000sss

©e000cccc0000cc00000000000000000000 0000

Thank you *-*
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Appendix B: Samples of First-Year and Third-Year Students

Samples of First-Year Students

1) I will talk about the movie of The Hills Have Eyes, is a famous horror movie, it tells the
story of a family attacked by savage people in a remote area. And makes it special for
movie is the fight between good and evil and how people react in tough situation. After

watched, I felt tense and scared, but also it makes me think about survival and courage.

2) For me, the best movie I have watched recently is a Korean movie talked about two girls
living in the same house, but in different year, and they can only connecting each other in
phone so, it started with one of the girls, her dad died and she moved to the house where
they used to live. Someday, the other girl start calling her asking for some help because her
mother trying to kill her, at first, she did not believe her, but with time she started believing
her. They became friends sharing information of the different world and started to change

the future with the help of the girl that lives in the past.

3) Harry Potter is the one that is make me I feel the most connected, safe, and nostalgic. It
gives me a sense of comfort and magic like escaping to a world understand me. It lets me

live the moment with a special kind of magic, as if I am a part of the story.

4) My favorite movie was about alone man in the desert, it is my favorite because I'm sick
of western movies and their propaganda they are trying to push into my brain. The man
had a weapon, with that weapon he collected friends and not enemies because he never
used that weapon nor he applied its possession, when I was watching that movie at first it
wasn't that interesting so I felt the burden around me. But in the last half hour I realized it

all, my mind now thinks differently or better than ever.
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5) My favorite movie is called Thriller because I like scary movies about serial killers and
crimes, it's a special one for me because the main character in this movie cut heads and
feet, hands, etc. I feel very happy and comfortable watching it because I imagine myself
the same killer and doing the same things with evil people in my real life, I really like to

watch suffering and bleeding it a real fun.

6) My favorite movie is The Notebook. It's a famous movie. The main characteristic are
Ryan Gosling, Rachel McAdams, James Marsden, and Joan Allen, is a romantic story and
love story between Noah and Allie, enduring through time and challenges. 1 feel mix of

love, sadness, and inspiration when I watched this movie and it's my favorite one.

7) 1 have watched so many movies, but among the best movies I have ever watched is
Mulan, which I watched many times when I was younger. The thing that makes this film
special for me is the sacrifice of Mulan for her father when he went to war, and then the
love story between Mulan and the leader. Also, how she saved the king from the villain.

She was brave, and nothing could stop her from protecting her family.

8) One of the most memorable cinematic experiences | was watching was The Shawshank
Redemption. What makes this film special to me is its narrative of hope, perseverance, and
friendship. The movie tells the story of two men who meet in prison, become friends, and
plan their escape. The film evokes a range of emotions in me from hope to despair and

from joy to sadness. This film has had a profound impact on me.

9) For me, the best movie of all time is The Innocent, is a 1993 American drama. The film
tells the story of a man who is accused of a crime he did not commit and tries to prove his
innocence. The film is distinguished by its beautiful cinematography and outstanding

performance by the stars.
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10) Squid Game is a South Korean survival thriller series. The show centres around a
deadly competition where 456 financially players participate to engage in a series of
children's games. There is a doll in the series named Young-Hee. It's giant and sing a

horror song. This movie special for me because I like Korean technical works and culture.

11) My favorite movie is Harry Potter because it's kind of imagination movie and that what
I like, non-reality movie. And it's very special to my heart because I watched it when I was
young with my family, which I made memories with them while watching it and also my

favorite sentence is Expelliarmus and when he wants to kill, he says Crucio.

12) My favorite movie since I was a kid is Harry Potter. I really like its vibes because I
prefer fantasy films. I really loved Hogwarts school and always wanted to study there and
learn magic spells, and be friend with Harry, Ron, and Hermione. I also wish to belong to

the house of Gryftindor. Harry Potter make me warm especially in the fall.

13) My best movie is The Beekeeper. It's talking about a man who lives in a small village
and takes care with the bees and his old neighbor. One day this old lady died because a
corruption network had cheated on her and they took from her all the bank balance. After
that he took the revenge from the lady and he had destroyed their whole company. I like

this movie because it motivates me to be a good man and trying to protect my people.

14) I am a movie lover, so when it comes to choosing one to talk about is kind a hard, but I
make up my mind to speak about The Witch is a Korean movie, not for everyone, because
of its creepy story. It talks about an organization that kidnaps kids and apply a crazy
barbaric experiment on them, in order to give them kind of supernatural powers. It is runed
by a brain surgeon doctor "woman", funded by a mysterious organization, but at a certain
point, the funds and money stops, and orders come to her to stop these experiments called "

old generation kids", so she commits a very brutal action, which is to kill all the kids,
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hundreds of kids, and just burn the place. While all of this is happening, one girl escapes.
So, the doctor sends some boy to look for her. But, as escaped, she runs away and she
ends up at a farm of two lovely old couple. Life passed and she is eighteen now.
Sometimes she suffers from severe headache and more bleed. Events keep going and she
participates in a talent show. She sings well and followed it by a magic move. Because of
the magic staff, the organization found her and start following her around till they
threatened her by her family, so she goes with them. And the doctor meet her again and
gave her the cure for her head to win her over. But what they didn’t know is she actually
the one who found them by doing the trick on the TV. And when she was young, those
brutal experiments actually give her powers, so she is the one who found the family and all

of it was her doing. And she kills everyone at the end.

15) My best movie is Shazam. The story of the movie is a superhero who fights the power
of evil in a different world. and he faces a lot of obstacles and sacrifices. I like this movie
because it mix fantasy and reality and its story is very interesting when watching. It make

you want to watch another part.

16) One of the best movies I have ever watched is Rapunzel. It's a beautiful and magical
story about a girl with long, golden hair who lives in a tower. She doesn't know anything
about the outside world until she meets a man who helps her escape. I liked the story
because it was full of adventure, love, and fun. The music was also amazing. I watched it

many times when [ was a child, and it always makes me feel happy.

17) The best series I have ever watched is The Vampire Diaries. It’s full of action,
romance, and mystery. I love the characters, especially Damon and Elena. The story is

about vampires, werewolves, and other supernatural creatures living in a small town. The
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relationships and suspense kept me watching for hours. I learned many English expressions

from it, and I would love to watch it again.

18) I watched Squid Game, and it was one of the scariest series I’ve ever seen. It’s about
many people playing games to win money, but if they lose, they die. The players try to win
and survive, even if it means hurting others. The series made me feel scared and suspicious
because you can’t trust anyone. It taught me that money can make people do terrible

things.

19) One of the most interesting stories I have read is Animal Farm. It’s a novel, not a
movie, but I still want to talk about it. It shows how animals take control of a farm, but
then they end up having leaders who are just as bad as the humans. It’s about power and
control. Even though it’s a story about animals, it really talks about politics and human

behavior. It made me think a lot.

20) One of my favorite animated movies is Moana. It’s about a girl who is brave and loves
the ocean. She goes on an adventure to save her island and meets Maui, the strong man,
who helps her. I liked the songs, the colors, and the story. Moana is not like other

princesses—she is strong and independent. This movie inspired me a lot.

21) The movie Bridge to Terabithia was very emotional for me. It’s about two children
who imagine a magical world together in the forest. They become best friends and have
fun until something very sad happens. This movie made me cry, but it also made me value

friendship and imagination. It shows how powerful our dreams and friendships can be.

22) One of the movies that confused me at first was Ekvillain. It’s about a man who used
to be a criminal but then fell in love with a woman who helped him change. Unfortunately,
something tragic happens to her, and he wants revenge. The movie has action, sadness, and

deep emotions. I liked it because it showed how love can change someone.
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23) I liked The Great Gatsby because it was full of emotions and had a deep story. The
main character is mysterious and rich, and he throws big parties to impress a woman he
loves. The movie talks about love, money, and how people sometimes wear masks. The

music and scenes were beautiful. It made me feel sad, but I really liked it.

24) Claude’s family movie was one of the best movies I’ve ever watched. It was funny and
showed how family members can be different but still love and support each other. |
laughed a lot while watching it, and I also learned how important it is to accept each

other’s differences. It’s a movie I would watch again.

25) The movie Baby’s Day Out is very funny. It’s about a baby who escapes from three
men who try to kidnap him. The baby goes on an adventure around the city, and the men
keep failing to catch him. I laughed a lot because the baby was so clever and the men were

so silly. It’s a great movie to watch with family.

26) Train to Busan is a Korean movie about zombies. It’s very exciting and full of action.
A man and his daughter are on a train when suddenly, a zombie virus spreads. They try to
survive and help others on the train. I liked the relationship between the father and
daughter, and the ending was very emotional. It showed how people can be brave even

when they are scared.

27) The best series I have ever watched is Harry Potter. It is special for me because it is
about imagination and fiction, which makes me escape from reality and live in a world full
of magic, suspense, drama, and mystery. I also loved the friendship between the characters.
When I remember this series, I remember my childhood and the beautiful moments I lived

with it.

28) Actually, I watched a lot of films and series since I was a kid, which helped me to

develop my English level. This is just a small note about the benefits of watching films.
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So, the best movie I have ever watched is It Ends With Us. It is a little bit complicated, but
I will give you a small summary. It talks about a woman and her partner who is violent like
her father. So, we can call it a toxic relationship, and she can't end it until her friend from

childhood appears and tells her that she should get over this relationship.

29) In fact, I watch series instead of movies, but I can tell you about this. My best series
are The Last Kingdom and The Vikings. I love everything related to history, especially
British history and civilizations. These series are full of battles, traditions, and powerful

characters, and I enjoy learning from them while watching.

30) So first, [ have watched a lot of fun movies, but unfortunately, I don’t remember their
names. But the best one is Andrew Parris. It is a new movie. What makes it special for me
is the shark mother that gives birth to a lot of sharks. This is such an enjoyable movie, and
that’s what makes it fun. It made me feel like I wanted to watch it again because it is such

a nice film.

Samples of Third-Year Students

1) I have a lot of favorite movies that I have watched. One of them is A Quiet Place, a
gripping horror film that explores a post-apocalyptic world where sound-sensitive creatures
hunt humans. The story follows a family that must live in silence to survive, using sign
language to communicate and navigate their daily lives with extreme caution. The film
masterfully builds tension through its minimal dialogue and innovative sound design,
creating an immersive experience that highlights the themes of sacrifice, family, and
survival. The emotional depth and suspenseful moments make it stand out in the horror

genre.

2) The best movie I have ever watched is Almost Famous. What makes it special for me

are the vibes of the movie, the places, the story, and the characters. It's about music and a
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rock and roll band, and that’s what I’'m interested in. That’s exactly why the movie is
special to me. The emotion the movie left me with is that life is more beautiful than we
think, and it can be more challenging and full of unexpected events. Life is more amazing

when we take adventures.

3) It is crucial to watch movies that, in a way, affect your day and have a special impact on
your life. I am not the kind of person who watches too much, yet I watched that movie and
listened to its song, and I still think about it when I watch other movies. The movie is La
La Land and its famous song City of Stars. It is special because it starts with two people
who form a special bond and make music together. Each time they meet, the emotions and
feelings in the movie remind me that, despite the hard times in life, they keep pushing to be
together. Even when they part ways, they continue to respect each other. Listen to the

song—it is so special.

4) One of the best movies I have ever watched was an Indian movie called Sawaari Teri
Kasam. The plot is about a man who was considered a criminal and had a bad reputation
since he was a child. A woman, who was shy and isolated, was killed by her father due to a
big misunderstanding. The man tried to protect her and return her to her family, but the
father rejected them and never held a funeral for her. As they say, because of that event,
the man began to change. He fell in love with her, and she helped him become a good man.
He later became a lawyer. In the end, they discovered he was not the one who had killed

the woman—it was actually done by a new houseworker.

5) I watched an anime called Attack on Titan. It is my favorite anime, and it was special to
me because it was the first one I ever watched. It’s my childhood anime, and it left me

confused, shocked, and, of course, sad because of its ending. The story is about three
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children whose city is attacked and destroyed by Titans-giant creatures that bring chaos

and fear.

6) I watched an anime, Attack on Titan. It is my favorite anime. It was special for me
because it was the first one I had ever watched in my life. It is my childhood anime, and it
left me confused and shocked, especially because of its ending. It tells the story of three

children whose city is attacked by titans that destroy everything.

7) The best movie I have ever watched is Dead Poets Society. This was one of the most
magnificent movies ever. It was about poetry, literature, and the artistic human touch a mix
between emotions, psychology, and logic. Dead Poets Society is known for its clarity in
showing challenges, yet complexity in finding yourself and fulfilling your wishes. It shows
how poetry can affect a student’s life through a teacher who chose to connect dreams with
reality rather than just following the administration’s rules. One of the students wanted to
be an actor. After struggling with his strict father, he wanted to do something he enjoyed,
especially after the teacher encouraged him, though his father refused. The boy killed

himself in the end, and the father blamed the teacher, who was then expelled.

8) Prison Break is one of my favorite shows. It’s a series, actually. The story is about a
group of prisoners planning to escape from prison. It starts when the older brother,
Lincoln, is arrested and accused of a crime. Everyone believes he is guilty. His brother,
Michael, tries to save him before his execution. Michael purposely commits a crime so he
can be arrested and put in the same prison. He had tattooed his entire back with the
prison’s blueprint. Eventually, he manages to escape with his brother, and they leave the

country forever.

9) The best series I have ever watched is Squid Game. It is a horror series about different

games in which, if someone fails or runs out of time, they get killed. Many people join this
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game because the winner receives a large amount of money. The series is very suspenseful
because every person tries to betray even their friends to win the game. It left me with a

strong emotion: never trust everybody.

10) One of the best movies I have ever watched is Inception. The story is super cool
because it has different layers of dreams, and you never know what's real and what's not.
The visuals are amazing, and the action scenes are intense. It's a movie that makes you

think and keeps you guessing. That’s why I loved it so much.

11) One of my favorite movies is called Little Miss Sunshine. It tells the story of a family
of six going on a journey to let the youngest, a little girl named Olive, compete in a beauty
pageant. The family members all deal with their own issues and discover each other’s
struggles, learning to empathize, accept, and support one another during the road trip. This
movie is special to me because it honestly shows the everyday personal issues people face
and how support from loved ones helps. It left me feeling content with my problems and

grateful I'm not alone in my personal battles.

12) One of the best movies I have ever watched is Cinderella, the live-action version. It is
about a young girl who lives with her cruel stepmother and stepsisters who treat her badly.
Despite everything, Cinderella remains kind and hopeful. One day, the king organizes a
grand ball to find a bride for his son. Cinderella wants to go, but her stepmother stops her.
She cries until a fairy appears and gives her a beautiful dark blue dress and glass slippers.
She goes to the ball and dances with the prince, but must leave by midnight. As she rushes
away, she leaves behind one of her slippers. The prince searches the whole kingdom until

he finds her, and they get married in the end.

13) The best series I have ever watched is Harry Potter. It is special for me because it is

about imagination and fiction, which allows me to escape from reality and live in a world
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full of magic, suspense, drama, and mystery. It also shows deep friendship. When I

remember this series, | remember my childhood and the beautiful moments I lived.

14) My favorite movie I have ever watched is Little Women. It is about a young woman
who loves writing books to provide for her family. She is very strong, helpful to her sisters,
and determined to succeed in a society that believes girls should only look for a rich
husband. It’s a movie full of emotions: love, sadness, loneliness, longing, hate, success—

and what makes it special for me is the happy ending.

15) My favorite movie is Saw. It’s about a character named John Kramer, also known as
the Jigsaw Killer, who captures his victims and places them in life-threatening situations to
test their will to live. The story explores themes of morality, survival, and the
consequences of one’s actions. The movie left me feeling a mix of suspense, fear, and even
moral questioning. It made me reflect on life choices and the value of life itself. My

favorite phrase in the movie was: “Make your choice’’.

16) From the best movies that I had watched, Alpha, which is a movie about a boy who
survived after falling from a high place and get attacked by wolves besides his merciful
personality, when he treated the wolf that he injured it, this later which changed its savage
behavior. What makes the movies special is that they did not speak a lot there is no
dialogues, but the meaning is revealed. The way that the boy and the wolf survived passing
by different challenges and in hard conditions of cold etc. inspired me of how to be patient
and never surrender or give up. The movie also shows how to change the bad behavior by
the idea of domestication of wolves and how when they treat the animal well, it become

useful rather than dangerous.

17) The best movie that I have ever watched was in my childhood, and I still remember it

since now. And I think that the majority of people or children have been watched it. The
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movie was Home Alone. This movie was special because it was so funny and comedy.
Also, the language was simple and clear for all levels and ages. The movie of Home Alone
telling us a story of a boy between eight or nine years old, how was so rowdy and his
family forgot him in the house when they are traveling to another country. Then, two
persons came to the house to steal it because they think it was empty, but they found the

boy there and he make prank and trap for them which make the movie full of comedy.

18) The best movie I have ever watched was Divergent. With its three parts, it is science
fiction, action, and romance genre. The storyline took a place in the future, where people
have been isolated in a limited place. They were told that they are the last people in earth.
They were categorized in different classifications based on their personalities and
capacities and they were not allowed to be divergent, which means having more than one
perspective. You should stick on very specific set of characteristics otherwise, you die.
Examples of these categories there are Braves and Peacemakers. The reason why did I
choose this movie is my interest in psychoanalysis as someone who really loves classify
people into different types and loves reading about personalities. I found it very interesting
that I felt they made it for me. Finally, the movie left a good and positive impression in me

and I highly recommend it.

19) My favorite movie is Wicked. It talks about the story of Elphaba, the Green Witch,
before she becomes an evil witch that is hated by everyone. The movie began with her
joining the Shizschool, and there she meets Glinda, the good witch. The movie shows their
relation development from hating each other to be best friends. They travel to the Oz
world, and then everything changed. The movie contained a lot of emotions, music that
stuck in your head, and a little bit of romance. The cinematography and the cast was on

point, make it one of the best movies that I have ever watched.
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20) Since I have nothing in my mind at the moment, I will talk about a series I watched
recently that is definitely going to be on my favorite shows list. It is high potential. It is a
detective crime series, composed of thirteen episodes, and this week is the last episode so
sad. It talks about Morgan, a cleaning lady in a police station, who has a high 1Q level and
photography memory. One night she found a crime file and solved it. The next day all the
police station was for her, and since then she become a consulting with the major crime
section. Each episode there is a new case to solve and in the meantime she is gathering
information about her ex-husband who disappeared fifteen years ago. The reason why I
love this series is simply because I have always been interested in crimes and detective
cases since a young age, with Detective Conan and Scooby-Doo. And good luck with your

dissertation!

21) The Hobbit, it is a movie, talks about a short man lives in a small town and he is a
writer. He wrote about everything. One day he wanted to write about something new. One
day a wizard man comes to him and asked him to join a group that they want to relieve
their kingdom from a dragon. The short man rejected at first, then he accepted. He didn't
expect to face monsters and magical places. He really enjoyed the journey and he was
satisfied at the end he wrote about this journey. The moral from the movie is you have just

to be brave and do what you want.

22) Personally, I had not have an elite best movie, but Pride and Prejudice is one of my
favorite movies. It is depicted from Jane Austen's book. It talks about two characters, Mr.
Darcy and Miss Elizabeth, and their journey. The plot was more about how Mr. Darcy had
this picture of Elizabeth and her family and how they are so different. He was from the
higher class, while she was from a lower class, labour. What I liked about this movie is the
cinematography and the emotions shown, whether love, greed, disgust, etc. For the

emotions, it left me with, for some reason, I hated the mom for how she forced her
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daughters to marry. I understand it was hard financially before, still, I didn't really like her.
On the contrary, I loved the father, who was supporting and understanding of his daughters

and didn't really impose anything on them. It's a good one. Give it a watch.

23) The best television series I have ever watched and still watching is Friends. It is a show
that includes six main characters. Ross, Rachel, Joey, Phoebe, Chandler, and Monica. They
are all in their twenties, living in New York City. The show starts by them gathering in a
coffee shop called "Central Perk". Each of them has a different personality, but in a way
that makes them the ideal friends group. Like I was saying, each has a different
personality. Ross has a Ph.D. in paleontology, his greatest achievement, and never miss a
chance mentioning it. Chandler is the funny, sarcastic one that makes jokes out of
everything. Rachel is the spoiled, girly one. Phoebe is the weird one who does not care of
what others think of her. Joey is not very smart one, but very sweet and caring. Monica is
the mother of the group. She is the strict one, and as they call her, the one who holds the
group together. Watching Friends was one of the best decisions I have ever made. It helped
me a lot, especially when life was not worth living. It helped me go through it. Also, it

played a huge part in learning vocabulary.

24) Kalpatisi, or Heartbeat, is a Turkish series that tells a story of a naughty girl who lived
with her father and stepmother, then she moved to live with her grandfather since she kept
making troubles in school, her grandmother succeeded in convincing her to continue
school and to be a doctor. Her life changed again when her grandmother died because of a
non-caring doctor that caused her death. She continued studying to be a doctor and to work
in the hospital that doctor works at to reveal the truth of what happened in that awful bad

day.
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25) The series that I was watched and still influenced me still now was Bruce Lee. I think
that most of people know them. What makes it special to this series that is even the hard
condition that supposed to in your life can face it in order to achieve or comes to your goal.
The actions of this series was full of suspense. When I watched this series, I was feel like I

had energy that I can do everything.

26) The title of the movie is Frozen. The movie is about a group of three friends that went
to an ice mountain and they got stuck in a zone hanging there, then tried all the ways to
escape, then two people died and one still alive, and come back home. What makes it

special is that it contains excitement and suspense. I feel sad.

27) The best movie I have ever watched is a movie called Maleficent. It is an old movie
about an evil witch called Maleficent who have cursed a princess named Aurora because of
some problems happened between Maleficent's kingdom and another kingdom. Although
Maleficent cursed Aurora, but she really loved her by time and she sacrificed herself to
save her. And this made the movie very special to me and left a long lasting impression on

me and helped me to understand what is real love.

28) The name of the movie is Pink. It is an Indian movie. Its story is about three women,
Meenal, Falak, and another one, I forget her name. One night, they were attacked by a
group of men, and when they tried to defend themselves, the problem got bigger, leading to
a battle in court means the women are put on trial for their defend, not the action of men. It
is special for me because the lawyer tried to help them as much as possible. And tension
increased when the truth is hidden because of the power of money in each court, but in the
end, they won that battle after a lot of problems and lies. It left me happy. I was watching

with focus the whole movie, wishing that the truth will win.
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29) About a month ago, I watched a Korean movie, entitled Forgotten. It is one of the best
movies | ever watched. It talks about an eighteen-years old boy who finds himself
displaced to another house with his family. But, in fact, the story is about a forty years man
who is a serial killer living with investigators who played the role of his family, to see how
he did kill those people. It is a very interesting movie. What makes it special for me is the
ambiguity and mystery. I felt very curious and sad while watching it. It is a wonderful

movie. | recommend it to you to watch it. You will enjoy it.

30) The movie of Trip of Space, it is scientific and knowledge, i.e., movie describes the
ability of God in universe such as stars and different planets. I enjoy when I watch this
movie because I learn it a lot of information about astronomy, especially for "Big Bang",
theory to describe start shape of universe and how to develop to arrive for today. In
addition, the scientists show for how Earth surround about itself and about Sun and how
happened change between light and night. Next, this movie know us about nucleus,
involves for protons and neutrons and how electrons surround about Pluton. Finally, I hope
all people watch this movie because help them to take a lot of information and knowledge
about space and they live a good trip when watch this movie and enjoy it for different

events that is very suspense.
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Appendix C: Lexical Complexity Analyzer Data Processing Steps
Step One: Click the link of the Lexical Complexity Analyzer tool below and choose LCA

from the home page.

https://aihaiyang.com/software/12sca/

Figure 3
Web-Based Lexical Complexity Analyzer

Haiyang Ai Login | Register

Home LCA L2SCA WeCLECA

Web-based Lexical Complexity Analyzer

The Lexical Complexity Analyzer (LCA), developed by Professor Xiaofei Lu at The Pennsylvania State University, is a tool
that allows language teachers and researchers to analyze the lexical complexity of written English language samples, using
25 different measures of lexical density, variation and sophistication proposed in the first and second language development
literature. The software runs on UNIX-like (LINUX, MAC OS, or UNIX) systems, and require the input texts to be part-of-
speech (POS) tagged and lemmatized. This likely calls for familiarity of the command-line interface as well as some
programming sKkills (e.g., part-of-speech tagging and lemmatization). The web-based interface to LCA, available on this
website, eliminates the need for the command line interface and streamlines the above-mentioned natural language
processing (NLP) processes, and generate the results in just a few clicks away.

Web-based LCA: Single Mode

The single mode allows you to analyze a single text (or compare two texts) for selected lexical complexity measures. You
may choose to see the results of any or all of the 25 indices, and the system will create a graphical representation to
visualize the results. Additionally, you may enter another text in order to compare their lexical complexity.

Web-based LCA: Batch Mode

The batch mode allows you to analyze lexical complexity of written English samples up to 200 files at a time. The results
will be a CSV file that can be subsequently imported into spreadsheets or statistical packages for further analysis. Note that
the batch mode requires you to register an account before using it. The registration is free and take less than a minute.

By using the web-based software described above, you are acknowledging that you agree to be legally bound and to abide

Step Two: Choose the Web-based LCA: Single Mode.
Figure 4
LCA Single Mode

Haiyang Ai Login | Register

Home LCA L2SCA WeCLECA

Web-based Lexical complexity analyzer - Single Mode

The Single Mode of the web-based Lexical Complexity Analyzer takes an English text as input and computes 25 indices of
lexical complexity of the text. You may choose to see the results of any or all of the 25 indices, and the system will create a
graphical representation to visualize the results. Additionally, you may enter another text in order to compare their lexical
complexity. Please note that each text should have a minimum of 50 words and a maximum of 10,000 words. If you have
multiple files to be analyzed, please use the Batch Mode. By accessing and using the Lexical Complexity Analyzer, you are
acknowledging that you agree to be legally bound and to abide by the LCA Terms of Service. If you intend to publish a paper
that used the web-based interface to the LCA software, please cite:

« Ai, Haiyang and Lu, Xiaofei (2010). A web-based system for automatic measurement of lexical complexity. Paper
presented at the 27th Annual Symposium of the Computer-Assisted Language Consortium (CALICO-10). Amherst,
MA. June 8-12.

= Lu, Xiaofei (2012). The Relationship of Lexical Richness to the Quality of ESL Learners' Oral Narratives. The Modern
Language Journal, 96(2):190-208.

Step 1: Enter text #1




Step Three: Inter one text each time.
Figure 5

Input Insertion into the LCA

Step 1: Enter text #1
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Enter text #2 (optional)

Step 2: Select indice(s)

Step Four: Select indice(s).
Figure 6
Selection of Lexical Richness Indices

Step 2 Select indice((s)

Lexical density (LD) —

L exical Sophistication
IL_exical sophistication-1 (LLS1)
IL_exical sophistication-— 1l (LsS2)

WVerb sophistication-1 (V=S1)
WVerb sophistication—Il (VsS2)
Corrected VS1 (CWVS1)
Lexical WVariation
NDWVV
Number of different words (NDWVV)

NIDWVV (first SO words) (NIDW= S0)
NDWVV (expected randorrm SO0O) (NDWVW-ERSO)
NDWVV (expected sequence SO) (NDWVW-ESSO)
T TR
Typesloken ratio (I 1 Q)
Mean Segmental T TR (50) (MS T TR-50)
Corrected T TR (CTT1TR)
Root T TR (RTTR)
Bilogarithmic T TR (Jog T T R)
Uber Index (Uber)
WVerb diversity
Verb variationmn Vv 1)
Sguared VW1 (SWVWVv1)
Corrected VV1I (CVvVvVvV1)
Lexical word diversity
Lexical word variation (LWVWV)
Verb variation—-11 (Vvwv>2=2)
Nowumn variatiorns (NW)
Adjective wvar tion (Adjv)
Adverb variation (AdvVv)

Modifier variation (ModWw) ~——
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Tip:. Press CTRL or SHIF T to select multiple indice(s)



Step five: Select English Variety and submit.
Figure 7
Selection of English Variety

1g.com/software/Ica/single/
..... St e b L s aas ey s W s aray
NDW (expected sequence 50) (NDW-ES50)
TTR
Type/Token ratio (TTR)
Mean Segmental TTR (50) (MSTTR-50)
Corrected TTR (CTTR)
Root TTR (RTTR)
Bilogarithmic TTR (logTTR)
Uber Index (Uber)
Verb diversity
Verb variation-1 (VV1)
Squared VV1 (SVV1)
Corrected VV1 (CVV1)
Lexical word diversity
Lexical word variation (LV)
Verb variation-Il (VV2)
Noun variation (NV)
Adjective variation (AdjV)
Adverb variation (AdvV)
Modifier variation (ModV) -

Tip: Press CTRL or SHIFT to select multiple indice(s)

Step 3: Select English Variety:
| British English  v|

Visualization

Step Six: Results Shown as both Visualization and Numeric Results.

Figure 8
Visualization and Numerical Results

isualization

Lexical complexity indice(s)

LD
Ls2 =
VS2

I Text #1
I Text #2

NDW

NDWERZ

TTR
CTTR
LOGTTR

Selected Indice(s)

Value

25 30
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CTTR
LOGTTR
vVv1
cwvv1
vv2
ADJV

Selected Indlc

MODV
Value

Numeric Results
The following tabular results can be copied and pasted into a plain text file, and subsequently imported into speedsheet or
database software for further processing and analysis.

Text #1
LD, LS1, LS2, VS1, VS2, CVS1, NDW, NDWZ, NDWERZ, NDWESZ, TTR, MSTTR, CTTR, RTTR, LOGTTR, UBER,

VV1, SVW1, GVV1, LV, W2, NV, ADJV, ADVV, MODV
0.21,0.81, 0.65, 0.00, 0.00, 0.00, 26, 19, 18.80, 18.00, 0.03, 0.36, 0.63, 0.89, 0.48, 5.67, 0.03, 0.03, 0.12, 0.02, 0.01,

0.01,0.01,0.01,0.01

Computed in 0.52450 seconds.

Copyright © 2010-2022 HAIYANG Al
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Appendix D: Detailed Statistical Tables

Figure 9

Output from Excel Sheet

file  Home Inset Pagelayout Formulas Data Review View Help Acobat @ Tell me whatyou want to do Share
Q' PROTECTED VIEW Be careful - fils from the Interet can contain viruses. Unless you need to edit,it's safer to stay in Protected View, | _Enable Editing X
H23 v S 023 v
A B © D E F G H | J K L M N o =
1 |student (D] Ls1 Ls2 Vs1 Vs2 Cvs1 NDW NDWZ NDWERZ NDWESZ TTR MSTRR CTTR RTRR
2 1 0.23 0.83 0.68 0 0 0 25 19 18.6 193 0.05 0.38 0.79 1.
3 2 0.21 0.81 0.68 0 0 0 25 19 18.6 18.1 0.03 0.37 0.61 0.¢
4 3 0.21 0 0.04 0 0 0 25 15 18.2 18 0.07 0.36 0.91 1.:
9 4 0.23 0 0.04 0 0 0 25 18 18 17.7 0.04 0.36 0.66 0.¢
6 5 0.23 0.87 0.68 0 0 0 25 19 183 18.8 0.04 0.38 0.74 1(
7 6 0.26 0.88 0.69 0 0 0 26 19 18.2 175 0.05 0.36 0.84 1.2
8 7 0.22 0.82 0.68 0 0 0 25 19 17.8 18.8 0.04 0.38 0.73
g 8 0.23 0.85 0.69 0 0 0 26 17 18.7 17.7 0.05 0.36 0.77
10 9 0.22 0.85 0.63 0 0 0 27 18 18.9 18.8 0.07 0.38 0.95
1 10 0.24 0.91 0.63 0 0 0 30 21 17.8 18.2 0.06 0.37 0.97
12 1 0.22 0.83 0.69 0 0 0 26 17 17.9 193 0.05 0.39 0.83 1.2
13 12 0.24 0.86 0.68 0 0 0 25 19 17.8 17.9 0.05 0.35 0.8 1.2
14 13 0.21 0.81 0.68 0 0 0 25 19 18.4 17.6 0.04 0.36 0.71
15 14 0.21 0.84 0.69 0 0 0 26 17 18.8 17.5 0.01 0.37 0.39 0.f
16 15 0.22 0.83 0.69 0 0 0 26 19 18.6 19 0.06 0.37 0.88 1.:
17 16 0.22 0.83 0.68 0 0 0 25 19 19.1 17.7 0.04 0.37 0.72 1.(
18 17 0.24 0.86 0.69 0 0 0 26 18 185 183 0.05 0.38 0.79 1.
19 18 0.22 0.79 0.69 0 0 0 26 19 183 183 0.05 0.36 0.81 1
20 19 0.21 0.84 0.68 0 0 0 25 18 183 174 0.04 0.35 0.74 1.(
21 20 0.23 0.83 0.69 0 0 0 26 18 19.2 17.9 0.06 0.36 0.85 1
22 21 0.22 0.85 0.68 0 0 0 25 15 19 193 0.05 0.38 0.82 1.2
23 22 0.21 0.8 0.68 0 0 0) 25| 19 17.9 18.1 0.05 0.37 0.81 1
24 23 0.21 0.84 0.68 0 0 0 25 19 19.1 18.4 0.05 0.38 0.82 1.
25 24 0.2 0.77 0.67 0 0 0 24 18 18.4 183 0.05 0.37 0.8 1.2
26 25 0.2 0 0.04 0 0 0 25 18 19.2 18.9 0.06 0.37 0.84 1.2
27 2 nac o nnoa o a a e 10 177 104 nnc nac no1 il
ﬂ « »

Ready (& B B O -—a—+ 120%
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Figure 10
SPSS Dataset

File Edit View Data Transform Analyze Graphs Utilties Extensions Window Help

TSI T LR ===
| |Visible: 27 o 27 Variables

bswusmﬁl.ml S P51 P2 Hvs1 Fvs2 Hovst £ Now @ Nowz $DUE o NOVE #TR S USTRR & CTTR & RTRR ,Locnlm EwWi fswi Fowi S 4
s RZ sz R

1 1 1 23 83 68 .00 .00 00 25.00 19.00 18.60 19.30 05 38 79 112 52 560 05 05 16 03 A
2 2 1 21 81 68 .00 .00 00 25.00 19.00. 18.60 18.10. 03 37 61 86 45 560 03 03 A2 02 ]
3 3 1 21 85 68 .00 .00 00 25.00 15.00. 1850 17.50 07 .36 9 129 54 563 08 .08 20 05

4 4 1 .02 85 68 .00 .00 00 25.00 18.00. 17.80 18.00 04 .36 66 94 49 559, 04 04 14 02 !
5 5 1 23 87 68 .00 .00 00 25.00 19.00. 1830 19.00. 04 38 74 1.05 51 559 06 .06 A7 03

6 6 1 26 88 69 .00 .00 00 26.00 19.00. 19.10 18.50. 05 36 84 119 53 568 07 07 18 03

7 7 1 22 82 68 .00 .00 00 25.00 19.00. 19.10 18.30. 04 38 13 103 51 559, 04 04 A5 03

8 8 1 23 85 69 .00 .00 00 26.00 17.00. 18.10 17.80 05 36 7 109 51 566 05 05 16 03 l
9 9 1 22 85 63 .00 .00 00 27.00 18.00. 19.40 19.00 07 38 95 135 55 578 08 .08 20 05

10 10 1 24 9 63 .00 .00 00 30.00 21.00 18.80 18.60. 06 37 97 137 55 597 09 .09 21 03

1 1 1 22 83 69 .00 .00 00 26.00 17.00 17.80 20.00 05 39 83 117 53 567 06 .06 A7 04

12 12 1 24 86 68 .00 .00 00 25.00 19.00. 1850 17.30 05 35 80 113 52 560 06 .06 18 03

13 13 1 21 81 68 .00 .00 00 25.00 19.00 1830 19.00 04 .36 n 1.00 .50 559, 04 04 A4 03

14 14 1 21 84 69 .00 .00 00 26.00 17.00 18.90. 18.50 01 37 39 56 42 580 01 01 08 01

15 15 1 2 83 69 .00 .00 00 26.00 19.00 18.10. 17.90 06 37 88 125 54 569 06 06 18 04

16 16 1 2 83 68 .00 00 00 25.00 19.00 19.60. 18.90 04 37 72 102 50 559 05 05 15 03

17 17 1 24 86 69 .00 .00 00 26.00 18.00 18.00 19.30 05 38 79 112 52 567 06 06 A7 03

18 18 1 2 79 69 .00 00 00 26.00 19.00 17.90 1740 05 36 81 114 52 567 04 04 A4 04

19 19 1 21 84 68 .00 .00 00 25.00 18.00 18.50. 1820 04 35 74 105 51 559 05 05 16 03

20 20 1 23 83 69 .00 .00 00 26.00 18.00 18.50 18.50 .06 36 85 120 53 568 .06 .06 A7 04

21 21 1 2 85 68 .00 .00 00 25.00 15.00 19.20 19.50 05 38 82 115 52 560 06 .06 18 04

2 22 1 21 80 68 .00 .00 00 25.00 19.00 17.70 18.90 05 37 81 115 52 560 05 05 16 04

23 2 1 21 80 68 .00 .00 00 25.00 19.00 17.70 18.90 05 37 81 115 52 560 05 05 16 04

24 24 1 21 84 68 .00 .00 00 25.00 19.00 19.00 18.80 05 38 82 116 52 560 06 .06 18 04

25 25 1 20 mn 67 00 00 00 24.00 18.00 1740 18.30 05 37 80 114 52 553 05 05 16 05

2% 26 1 20 81 68 .00 .00 00 25.00 18.00 18.90. 18.30 06 37 84 118 53 561 06 .06 A7 05

27 27 1 25 85 69 .00 00 00 26.00 18.00 18.60 18.60 05 35 81 114 52 567 05 05 16 03

2 28 1 2 85 68 .00 00 00 25.00 18.00 18.40 18.30 05 36 78 110 52 560 06 .06 A7 04

2 2 1 20 82 69 00 00 00 26.00 20.00 19.00 18.20 03 37 86 94 49 566 04 04 A4 03

| | >

Oveniew Data View Variable View

IBM SPSS Statistics Processor is ready o Unicode:ON
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Appendix E: Output from SPSS
Note. 1. Standard Deviation (SD): Interpretation:
What it tells you: How much individual scores differ from the average (mean).

A small SD suggests that most scores are close to the mean (less variability).

A large SD indicates more spread—scores are more dispersed.
Table 3

Holistic Descriptive Statistics

Descriptive Statistics

Level N Mean Std. Deviation Std. Error Mean
(Average
score)
LD 1 year 30.00 22 01 .00
3" year 30.00 22 01 .00
LS1 1¥ year 30.00 72 29 .05
3" year 30.00 .83 .02 .00
LS2 1™ year 30.00 .59 22 .04
3" year 30.00 .69 01 .00
NDW 1* year 30.00 25.53 1.04 19
3" year 30.00 25.77 1.01 18
NDWZ 1 year 30.00 18.23 1.25 23
3" year 30.00 18.23 1.45 27
NDWERZ 1* year 30.00 18.40 48 .09
3" year 30.00 18.43 74 14
NDWESZ 1 year 30.00 18.21 58 11
3" year 30.00 18.30 .60 11
TTR 1 year 30.00 .05 01 .00
3" year 30.00 .03 01 .00
MSTRR 1¥ year 30.00 37 .01 .00
3" year 30.00 .36 01 .00
CTTR 1™ year 30.00 .78 A1 .02
3" year 30.00 .65 11 .02
RTRR 1 year 30.00 1.10 15 .03
3" year 30.00 .93 15 .03
LOGTTR 1 year 30.00 52 .02 .00
3" year 30.00 49 .02 .00
UBER 1* year 30.00 5.64 .08 .02
3" year 30.00 5.66 07 01
VVi 1 year 30.00 .05 .02 .00
3" year 30.00 .04 01 .00
SVV1 1* year 30.00 .05 .02 .00

3" year 30.00 .04 01 .00
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CVV1 1° year 30.00 .16 .03 .00
3" year 30.00 13 .02 .00
LV 1° year 30.00 .03 01 .00
3" year 30.00 .02 01 .00
VV2 1 year 30.00 .01 .00 .00
3" year 30.00 .01 .00 .00
NV 1¥ year 30.00 .02 .01 .00
3" year 30.00 .01 01 .00
ADJV 1 year 30.00 .01 .00 .00
3" year 30.00 .01 .00 .00
ADVV 1 year 30.00 .01 .00 .00
3" year 30.00 .01 .00 .00
MODV 1 year 30.00 22 01 .00
3 year 30.00 22 01 .00

Inferential Statistics:

Note. The significance of the difference between the lexical richness scores of the two
groups was assessed by examining the bolded values in the two-sided p column. Based on
the p-value, a determination was made regarding whether the observed difference was
likely due to mere chance. If the p-value was found to be below 0.05, the difference was
considered statistically significant, suggesting it was unlikely to have occurred by chance.
Conversely, if the p-value exceeded 0.05, the difference was interpreted as having a high
probability of resulting from random variation or mere chance.

Table 4

Holistic Inferential Statistics

Independent Samples Test

Levene's Test for  t-test for Equality of Means

Equality of
Variances
F Sig. T df Significance Mean Std. 95%  Confidence
Differe Error Interval  of the
nce Differe Difference
One- Two- nce Lower Upper
Sided Sided
p p
Equal variances 1.22 27 77 58. 22 45 .00 .00 .00 .01
assumed 00
Equal variances 17 54. 22 45 .00 .00 .00 .01
(@)
=) not assumed 99
Equal variances  20.15 <.001 - S8. .03 .06 -.10 .05 =21 .00
assumed 1.9 00
6
Equal variances - 29. .03 .06 -.10 .05 =21 .00
— not assumed 1.9 38
%)
|
Equal variances 22.26 <.001 - 58. .01 .02 -.09 .04 -17 -.01
assumed 23 00
1
Equal variances - 29. .01 .03 -.09 .04 -.18 -.01
I not assumed 23 12
w2
= 1
A Equal variances .05 .83 -.88 58. .19 .38 =23 .26 -.76 .30
Z 2 assumed 00
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Equal variances -.88 57. .19 .38 -.23 .26 -.76 .30
not assumed 93
Equal variances .79 38 .00 58. .50 1.00 .00 .35 -.70 .70
N assumed 00
E Equal variances .00 56. .50 1.00 .00 .35 -.70 .70
z not assumed 73
E Equal variances  3.67 .06 -.19 58. 43 .85 -.03 .16 -35 .29
o assumed 00
E Equal variances -.19 49. 43 .85 -.03 .16 -.35 29
4 not assumed 61
N Equal variances .10 75 -.57 58. 29 57 -.09 15 -39 22
A assumed 00
E Equal variances -.57 57. .29 .57 -.09 15 -39 22
Z not assumed 94
Equal variances 25 .62 43 58. <.001 <.001 .01 .00 .01 .02
assumed 9 00
[ Equal variances 43 57. <.001 <.001 .01 .00 .01 .02
H
= not assumed 9 75
Equal variances .52 48 1.6 58. .06 11 .00 .00 .00 .01
ﬁ assumed 0 00
I Equal variances 1.6 57. .06 11 .00 .00 .00 .01
> not assumed 0 52
Equal variances 1.09 30 4.5 58. <.001 <.001 13 .03 .07 18
o assumed 2 00
= Equal variances 4.5 58. <.001 <.001 13 .03 .07 18
H
@) not assumed 2 00
Equal variances 1.19 28 4.5 58. <.001 <.001 18 .04 .10 .26
assumed 4 00
é Equal variances 4.5 58. <.001 <.001 18 .04 .10 .26
=
& not assumed 4 00
~ Equal variances 1.22 27 4.5 58. <.001 <.001 .03 .01 .02 .04
E assumed 3 00
Q Equal variances 4.5 57. <.001 <.001 .03 .01 .02 .04
o
| not assumed 3 99
Equal variances .29 .59 =72 58. 24 47 -.01 .02 -.05 .03
o~ assumed 00
E Equal variances =72 55. 24 47 -.01 .02 -.05 .03
=) not assumed 63
Equal variances .78 .38 4.9 58. <.001 <.001 .02 .00 .01 .03
assumed 2 00
z Equal variances 4.9 55. <.001 <.001 .02 .00 .01 .03
> not assumed 2 16
Equal variances .78 .38 4.9 58. <.001 <.001 .02 .00 .01 .03
assumed 2 00
> Equal variances 4.9 55. <.001 <.001 .02 .00 .01 .03
3; not assumed 2 16
Equal variances .09 17 5.1 58. <.001 <.001 .03 .01 .02 .04
_ assumed 1 00
; Equal variances 5.1 57. <.001 <.001 .03 .01 .02 .04
O not assumed 1 06
Equal variances .03 .87 4.2 58. <.001 <.001 .01 .00 .01 .02
assumed 7 00
Equal variances 4.2 58. <.001 <.001 .01 .00 .01 .02
>
2 not assumed 7 00
Equal variances 104.08 <.001 34 58. <.001 <.001 .00 .00 .00 .01
assumed 9 00
‘; Equal variances 34 36. <.001 .00 .00 .00 .00 .01
> not assumed 9 90
Equal variances .05 .83 3.0 58. .00 .00 .00 .00 .00 .01
assumed 0 00
> Equal variances 3.0 57. .00 .00 .00 .00 .00 .01
Z not assumed 0 57
Equal variances 104.08 <.001 34 58. <.001 <.001 .00 .00 .00 .01
o assumed 9 00
& Equal variances 34 36. <.001 .00 .00 .00 .00 .01
< not assumed 9 90
> Equal variances 104.08 <.001 34 58. <.001 <.001 .00 .00 .00 .01
Z assumed 9 00
< Equal variances 34 36. <.001 .00 .00 .00 .00 .01
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not assumed 9 90

Equal variances 49 48 52 58. <.001 <.001 .01 .00 .00 .01
> assumed 1 00
8 Equal variances 52 56. <.001 <.001 .01 .00 .00 .01
= not assumed 1 49

Effect Size of the difference:

Note. The effect sizes in the context of this study can be interpreted as the extent to which
the difference between the lexical richness of the two groups can be observed by an
ordinary reader of those texts written by the two groups of students. In other words, it is
about the practical significance or meaningfulness of the results in the real world, as it can
indicate the extent to which this difference would be perceptible to an average reader
evaluating the students’ written output.

Rules for the interpretation of results:

When interpreting Cohen's d results in SPSS, the following is a general rule of thumb for
assessing the size of the effect:

1. Small effect: d~0.2d
2. Medium effect: d~0.5d
3. Large effect: d~0.8d

Negative Cohen's d: A negative value indicates that the second group (usually the group
that is subtracted in the formula) has a higher mean than the first group. In other words, a
negative value represents the reverse direction of the effect.

o For example, if Cohen's d = -0.5, it suggests a medium-sized effect where the
second group (third-year students) has a higher mean (average) than the first
group (first-year students).

Magnitude: The absolute value of Cohen's d (ignoring the negative sign) tells you the
size of the effect. The closer the absolute value is to 0, the smaller the effect, and the
larger the absolute value, the larger the effect.

Table 5§
Holistic Effect Sizes

Independent Samples Effect Sizes

Standardizer® | Point Estimate | 95% Confidence Interval
(d) Lower Upper

LD Cohen's d .01 20 =31 .70
LS1 Cohen's d 21 -.50 -1.02 .01
LS2 Cohen's d .16 -.60 -1.11 -.08
NDW Cohen's d 1.02 -23 =73 28
NDWZ Cohen's d 1.36 .00 -.51 S
NDWER | Cohen's d .62 -.05 -.55 46

Z

NDWES | Cohen's d .59 -15 -.65 .36

Z
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TTR Cohen's d .01 1.13 .58 1.68
MSTRR Cohen's d .01 41 -.10 .92
CTTR Cohen's d 11 1.17 .61 1.71
RTRR Cohen's d 15 1.17 .62 1.72
LOGTT Cohen's d .02 1.17 .62 1.72
R

UBER Cohen's d .08 -19 -.69 32
VVI Cohen's d .01 1.27 71 1.82
SVV1 Cohen's d .01 1.27 71 1.82
CVvVl Cohen's d .02 1.32 .76 1.88
LV Cohen's d .01 1.10 .56 1.64
VV2 Cohen's d .00 90 37 1.43
NV Cohen's d .01 g7 25 1.30
ADJV Cohen's d .00 90 37 1.43
ADVV Cohen's d .00 90 37 1.43
MODV Cohen's d .00 1.35 .78 1.90




