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Abstract

Sign language is one of the oldest and most widely used forms of communication,
primarily used by deaf or mute individuals. However, these individuals often face significant
communication challenges due to the general lack of awareness about sign language and the
limited number of qualified interpreters. Specifically in the Arabic world, we face limited
options that are mostly based on traditional methods. To address this issue, we applied
different approaches based on neural networks capable of recognizing both Arabic and
English Sign Language. Our system directly analyzes a person's hands, which can be from an
image or real-time input, using classification models to accurately predict the correct sign
category. We employed three different approaches: Convolutional Neural Networks (CNN),
CNN combined with Long Short-Term Memory networks (CNN-LSTM), and the You Only
Look Once (YOLO) method, to achieve high recognition accuracy. We integrated text
grammar correction and a 3D avatar for smart presentation. Our system also covers the
reverse operation that ensures good communication between the speaker and the signer, where
the system takes text inputs and generates the corresponding signs. Our integrated approach
demonstrates that sign language recognition is both accurate and responsive in real-time
scenarios, offering a valuable solution to bridge communication gaps for the hearing-impaired

community.

Keywords: Arabic Sign Language, ArSL, CNN, CNN-LSTM, ASL, YOLO.



Résumeé

La langue des signes est I’une des formes de communication les plus anciennes et les plus
largement utilisées, principalement par les personnes sourdes ou muettes. Cependant, ces
personnes sont souvent confrontées a d’importants défis de communication en raison du
manque général de sensibilisation a la langue des signes et du nombre limité d’interprétes
qualifiés. Plus particulierement dans le monde arabe, nous faisons face a des options limitées
qui reposent principalement sur des méthodes traditionnelles. Pour résoudre ce probleme,
nous avons appliqué différentes approches basées sur les réseaux de neurones, capables de
reconnaitre la langue des signes en arabe et en anglais. Notre systeme analyse directement les
mains de la personne, a partir d’une image ou d’un flux en temps réel, en utilisant des
modeles de classification pour prédire avec précision la catégorie du signe. Nous avons utilisé
trois approches différentes : les réseaux de neurones convolutifs (CNN), les CNN combinés
avec les réseaux de mémoire a long terme (CNN-LSTM), et la méthode You Only Look Once
(YOLO), afin d’atteindre une haute précision de reconnaissance. Nous avons intégré une
correction grammaticale du texte ainsi qu’un avatar 3D pour une présentation intelligente.
Notre systéme couvre également 1’opération inverse, garantissant une bonne communication
entre le locuteur et le signant, ou le systéme recoit un texte en entrée et génere les signes
correspondants. Notre approche intégrée démontre que la reconnaissance de la langue des
signes peut étre a la fois précise et réactive en temps réel, offrant une solution précieuse pour

combler les lacunes de communication au sein de la communauté malentendante.

Mots-clés : Langue des signes arabe, ArSL, CNN, CNN-LSTM, ASL, YOLO.



List of content

LIST OF CONTENT .ttt bbbt e et et bbbt neene s [
I Ao B o= (U RO \Y
LISt Of TADIES ..ttt r e e Vi
List Of @bBreViations .........oiiiiiii e vii
GeNeral INtrOdUCTION ......ouiiiiie e viii
Chapter 1 Sign Language Recognition and Interpretation.........c.ccccoociiieviie i, 1

00 O [ 4 o To [0 o P USROS 1

O B 1= { o W I T o T U T~ PRSPPI 1
1.2.1. Symbols in SiZN LANGUAEE . .coiuvviii ittt a e 2

1.3. Phases of Sign Language Processing: From Detection to Translation ................. 4
1.3.1. Sign Language DeteCioN .. ...t 4
1.3.2. Sign Language 1dentification .........ccuvviiiiiiiic i 5
1.3.3. Sign Language RECOZNITION ....uuuiiiiiii e 5
1.3.4. Sign Language Translation ..........ccciiiiiiie e 5
1.3.5. Sign Language INterpretation. ... .o 7

1.4. Features of Sign LangUAgE........cccuuiiiiiie e 7
1.4.1. American Sign LaNGUAE (ASL) ..ueiiiiiiiieiiiiiie ettt e sae e a e 8
1.4.2. Arabic Sign LangUAe (ArSL)....uuuiiiiiiiiee it siitie e s st et e e stae e e e e e e e ennes 8

1.5.  Sign Language Recognition Methods .........cccocuviiiiiiiiiii e 8
1.5.1. Glove-Based Methods. ...t 9
1.5.2. Vision-Based APProacChes...........ccciiiuiiieiiiiiiie et e e et e st e e et e e s eare e e e enreee e 10

1.6.  Machine Learning Techniques for Sign Language Processing...........ccccccvveeeennn. 11
1.6.1.  ShalloOW MOGEIS .......eeiiiiiiieee et 12
1.6.2. Deep Learning APProaches ...... ..o iiiiiiiiiiee e 14

1.7.  Applications for sign language recognition...........ccccccvveiiiiieesiieee e 17
1.7.1. System for Translating Sign LanNGUAEE ........cccoviiiiieiiiiiie e e e 17
1.7.2. System for training Sign lanNgUABE .........coviuiiiiiiieie e 17

1.8.  Open challenges in sign language Translation .............ccocccvie e, 18
1.8.1. Sign language rePOSItOrIES .....uuiiie ittt e e e e e e s eareee e 18
1.8.2. ReCOgNitioN Of GESTUIES........ccuiiiii it e e aree e e 18
1.8.3. Technology fOr AVAtars .........cciiiiiiiiiiee e e e e eare e e e 19
1.8.4. General Challenges and Dir€CtiONS .......uuviieeeiiiiiiiiieiieeee ettt e e 19

1.9.  Future Research DIir€CtIONS ......cccuiiiiiiiiiie ittt 20

000 O S o T Tol [V 1] T o TP UPR PP PUPROPPN 20



Chapter 2 State-0f-the-Art ... 21

P20 B [ oo [¥ ot i [o T o P TR OUPPTPPPRP 21
2.2, Basic MEthodOIOgY .....cciiiiiiiiiiiiiii e 21
2.3.  Image Processing/ Statistical Modelling based approaches............c.cccccevveenenn 22
2.3.1. Techniques fOr ArSLR ........ooii oo e e e e sare e e e enraee e 22
2.3.2. Techniques fOr ASLR...........oii oot e et e e e e e e e e e e e s nreee e 23
2.4.  Classic Machine Learning-Based Approaches.........cccccccveeiiiieeeciiiieeeescieee e 24
2.4.1. Existing Approaches fOr ArSLR ........ccuiiiiiiiiii e e e 24
2.4.2. Existing Approaches fOr ASLR .......coiiiiiiiiiiiiie et e e sinnee e 26
2.5. Deep learning-based approaches.........ccccuuiiiiiiiiiii i 27
2.5.1. Existing Approches for ArSLR ........ooiiiii it 28
2.5.2. Existing Approaches fOr ASLR .......coiiiiiiiiiiiiie e 30
2.6, CONCIUSION ..ottt ettt b e n e nne e neesnee s 32
(00T o) =T gt T 0 Yo Vol =T o} o [ SR 33
3.1, INErOAUCTION ... 33
3.2.  Challenges and Objectives of the System ..........ccccvvveeiieiiciiieee e, 33
3.3.  Overview of Utilized Datasets........ccccueeriiiiiiiie e 34
3.3.1. Arabic Sign Language (ASL) Alphabet Dataset ..........ccccevviiviieiiiiiee e 34
3.3.2. American Sign Language (ASL) Alphabet Dataset..........ccccocvveeiiiiiieeiiiiiee e 36
3.4.  System Architecture SUZZEStION .......cccceeiiiiiiiii i 38
3.4.1. LangUAEE SEIECTION ....oiiiiiiii e e 38
K I N B o Y o] fo Lol Y1 [ o = PSSR OUPRPORPRI 39
3.4.3. Full landmark @Xtraction ...........ccooiiiiiieiieiie e 39
3.4.4.  SiBN RECOGNITION.....iiiii ettt e e e e e e e e e e e e e e e snreeeeans 42
345 SIBN Translation .....ueeii i 48
3.4.6. Reverse Translation: From TexXt t0 SigN ......ccceeviiiiieiiiiiie e 49
G 78 TR o o T (1 [ o ISR 49
Chapter 4  Implementation ... 50
O N 1) f o To [N ot i o o FO ST P PR TPPOPRT 50
4.2.  Development eNVIFONMENT ........ccciiiiiiiiiic e aee e 50
4.2.1. Programming lanGUAEE .......ccuueieiiiiiiie et e ettt e e et e e e et e e e e sbre e e e e satee e e e e aaee e e e enees 50
R | T =Y 1= PR 51
. T VL (=T 0 T AV T oV Y SRR 53
N U 1 - LYol =Y o - o o L PR 55
4.5.  Model Performance and ANalysis ........cccceeiiiiii i 62



4.5.1. MOdel RESUILS......coiiiiiiiiie it 62

4.6.  ReSUIT AISCUSSION ..cuiiiiiiiiciiit ettt 67
4.6.1. ComMPArative RESUILS ....uuiiiiiiiii it 67
4.6.2. Challenges We FACeA .......ccoiuuiiiiiiiiiii ettt 67
e T U 0TI =T o LSRR 67

A.7.  CONCIUSION ..ottt 67
GENEral CONCIUSION ..ottt ns 76
21T o1 [ Lo == o] V2 SRRSO 77



List of Figures

Figure 1-1 A hierarchical classification of signs. [DKL3].......cccccoeiiieiieiiiniciese e 2
Figure 1-2 Two handed type 0 sign (both the hands are active). [AA23] .......ccccceoviiiniiiiiiieiens 3
Figure 1-3 Two handed type 1 sign (only dominant hand is active). [AA23].......cccccoorininineiennns 3
Figure 1-4 A sample of static manual signs. (a) One-handed static manual sign, (b) Non-manual
SIGN [VWIKZL]. ettt bbb bbbt E Rt bbbt h et b e n e n e n e 3
Figure 1-5 Components of Signs in Sign Languages. [PBK20]........cccccovrereieiniiininine e 4
Figure 1-6 Example of detection of the word '# ' in Arabic sign gesture [HL23]. ........cccccccovrvnnee 4
Figure 1-7 Example of recognition of the word ' 4 ' in Arabic sign gesture [HL23]..........cccceeenne. 5
Figure 1-8 Taxonomy of sign language translation system components [FRS21].........cc.ccccevenenes 6
Figure 1-9 Sign language to speech translation process. [NAJ25]........ccoerereieiiniinienineneneens 6
Figure 1-10 Speech to sign language translation process. [NAJ25].......ccccceviiiiiiieieiiecie e e 7
Figure 1-11 Arabic Alphabet in Sign Language. [SAN20]......cccoooiiiiiieiiiiciece e 8
Figure 1-12 Figure 1 12 Signs of the ASL sign language. [ASL] .....ccccovviieiiiiiieiceee e 8

Figure 1-13 Examples of Glove systems: (a) CyberGlove, (b) Humanglove, (c) Pinch Glove
(Image courtesy of Fakespace Systems), (d) Didjiglove, (e) Fingernail Sensor [Ghul4], (f)
AcceleGlove [Her02], (g) Upper limb garment prototype [Par06], and (h) Sensing glove [LS T05]... 10

Figure 1-14 Examples of data glove and vision based. [IKK12] .......cccccoviiiiiiiiiciecene e, 10
Figure 1-15 Taxonomy of machine learning models [LL19].......cccooeviiiiiiiiiicie e, 11
Figure 1-16 Hand gesture recognition architecture based on an HMM model. [LCJ14]............... 13
Figure 1-17 The architecture of hand gesture recognition using a SVM model. [LHL22]............ 14
Figure 1-18 Hand gesture recognition using an adapted convolutional neural network [ACT18]. 15
Figure 1-19 Multi-level feature LSTM architecture [DKYL20]. ......ccccrineieiiiniiininenc e 16
Figure 1-20 Example for sign language translation system [ZCL20]. .......cccccovvvivnininencnienenen, 17
Figure 1-21 Overview of sign language training system [MOT18]. .......ccccorviiiniiiinineneneneee 18
Figure 1-22 Gestures for different ASL alphabets with almost similar hand shapes [AZS18] ...... 19
Figure 2-1 Architecture of the proposed method for hand gesture recognition. .............c.cccceeveneee. 21
Figure 3-1 General architecture of our proposed SYSTEM. ..........coviiririnererieieeeeee e 33
Figure 3-2 A sample of the dataset showing some Arabic sign language alphabet letters............. 35

Figure 3-3 A sample of the dataset showing some Arabic sign language alphabet letters. [AS18].

............................................................................................................................................................... 36
Figure 3-4 A sample of the dataset ASL showing some sign language alphabet letters. ............... 37
Figure 3-5 Example of ASL Alphabet Signs Represented by Hand Gestures. ...........ccccceeevenieneenn. 37
Figure 3-6 The architecture of the proposed sign language recognition system.Erreur ! Signet

non défini.

Figure 3-7 shows the possible landmarks present throughout the entire body. [TIB24] ............... 41

iv


file:///C:/Users/hassina/Downloads/Documents/A_Deep_Learning_Framework_for_Bilingual_Sign_Language_Interpretation/A_Deep_Learning_Framework_for_Bilingual_Sign_Language_Interpretation%20(1)%20-%20Copy.docx%23_Toc202611575
file:///C:/Users/hassina/Downloads/Documents/A_Deep_Learning_Framework_for_Bilingual_Sign_Language_Interpretation/A_Deep_Learning_Framework_for_Bilingual_Sign_Language_Interpretation%20(1)%20-%20Copy.docx%23_Toc202611598

Figure 3-8 illustrates the possible landmarks found on a single hand. [RG23]........c..ccccovvvevennenn. 41

Figure 3-9 An example of hand landmark extraction.............ccccocvierineneneiecec e 42
Figure 3-10 Phases of YOLOV8 MOTEL. ........ccccoiiiiiiiiiccces e 43
Figure 3-11 Example of Hand Gesture Recognition in ArabiC Signs. .........cccceeveiiiiniinenenenene, 44
Figure 3-12 Example of Hand Gesture Recognition in English Signs...........ccccooeviiiinincncneen, 44
Figure 3-13 MODIENEt ArCNITECIUIE. ......c.ooiiiiiiiete e 46
Figure 3-14 Example of Hand Gesture Recognition Using a CNN Model in ArSL. ...........cc........ 47
Figure 3-15 Example of Hand Gesture Recognition Using a CNN Model in ASL. ..........c.ccco..... 47
Figure 4-1 HOme page OF QU SYSTEIM. .....c..oiiiiiiiiieiieerie e 54
Figure 4-2 BasiC INterface Of QU SYSTEM........cuiiiiiiiiiice e 54

Figure 4-3 Input interface activating the live camera (detecting the letter "sheen™ in real-time)... 56

Figure 4-4 Detection of ASL hand landmarks and bounding box using MediaPipe...................... 56
Figure 4-5 Detection of hand landmarks and bounding box using MediaPipe. ..........c.ccccevvevvennenn. 57
Figure 4-6 Real-time output display with word suggestions and spelling correction tools............ 57
Figure 4-7 Real-time output display with American word Suggestions. .........c.ccocceveeveneseeriennnnn, 58
Figure 4-8 Exemples of Output text with grammar and spell checking tools. .........c..cccccevvvenene.n. 58

Figure 4-9 Examples of Output text in American English with grammar and spell checking tools.

Figure 4-10 Speaking avatar reading the translated sentence with synchronized lip movement. .. 59
Figure 4-11 Sequential letter visualization to form the full word in sign language. ...................... 60
Figure 4-12 Sequential letter visualization to form the full word in American Sign Language. ... 60
Figure 4-13 Top bar settings: language selection, help menu, and sign language preferences. ..... 61

Figure 4-14 Settings interface showing options for model selection and sign language

CONTIGUIALTION. ..ttt bbbt s bbbt bbbttt b et bbb n s 62
Figure 4-15 Result of Confusion Matrix of our algorithm. ... 64
Figure 4-16 The training results 0f YOLOVS. .........ccciiiiiiiiiinserese e 64
Figure 4-17. Accuracy and training loss Curve of CNN1 model. ..o, 65
Figure 4-18 Confusion Matrix of CNNL mMOdel. .........cccooeiiiiiiiiiiireee e 65
Figure 4-19 Accuracy and training loss Curve of CNN+LSTM model. ..., 65
Figure 4-20 Result of Confusion Matrix of our algorithm. .............ccccociiiiiii i, 71
Figure 4-21 Result of Confusion Matrix of our algorithm. .............ccccooeiiiiiiiii e, 71
Figure 4-22 The training results 0F YOLOWS. ........ccocvoiiiiiii e 66
Figure 4-23 Accuracy and training loss Curve of MobileNet model............ccooiviiiiiiiiiene 72
Figure 4-24 Confusion Matrix of MobileNet model. .............coooiiiii e 72
Figure 4-25 Accuracy and training loss Curve of CNN2 model..........ccooovoiiiiiiiiiiii e 72
Figure 4-26 Confusion Matrix of CNN2 MOdEL. ..........cccoeeiieiiiiiiic e 72



List of Tables

Table 3-1 Statistics of the developed dataset (MASLD).. ....ccuovviiieriiieiieiieeie et 43

Table 3-2 Sample of the CSV file containing selected words in the Algerian dialect and

127 =] OSSPSR 46
Table 4-1 Characteristics of the material USEd. ..........cccooveiiiiiiiiiiee e 50
Table 4-2 the training result statistics of Arabic sign language Yolov8 ..........cccccovevveinicninnen. 79
Table 4-3 the training result statistics of American Sign Language Yolov8 ..........ccccccvceivnennee 84

Table 4-4 Comparative Accuracy and Recall of Sign Language Recognition Models in Static

Image and Real-Time SCenarios. .........c.vvuiiritit i e, 89

Vi



List of abbreviations

ArSL — Arabic Sign Language Recognition
SVM - Support Vector Machines

PCA — Principal Component Analysis
KNN — K-Nearest Neighbors

CNN — Convolutional Neural Networks
ML — Machine Learning

LSTM - Long Short-Term Memory
GAN — Generative Adversarial Networks
HMM — Hidden Markov Model

ANN — Artificial Neural Network

ASL — American Sign Language

YOLO —You Only Look Once

vii



General Introduction

Spoken language is considered the primary means of communication between individuals,
with its dialects varying from one region to another and from one community to another.
However, some individuals suffer from difficulties in speaking or hearing, which hinders their
ability to use this method and makes communication a complex and challenging process. In
this context, sign language emerges as an effective alternative that enables such individuals to
express their thoughts and emotions through hand gestures without relying on speech or
hearing. Sign language is a precise visual system that conveys meaning using hand
movements only, making it an ideal substitute for communication in cases where spoken

language is not possible.

Based on this need, the aim of this project is to develop an automated system capable of
recognizing hand signs in both Arabic and English sign languages and translating them into
understandable spoken-language equivalents. This work focuses on hand gestures, without
relying on facial expressions or body movements, by analyzing visual clips that contain
sequences of hand movements representing words or phrases. The main challenge lies in the
linguistic diversity and variation in how individuals perform the signs, in addition to input
quality and varying recording conditions. Our system based on different approaches for
ensuring optimal results where we use different deep learning models (CNN, hybrid and
YOLO). CNNs are deep learning systems that assign trainable weights to different parts of the
model, enabling them to learn from images and effectively distinguish between signs. While
CNNs are highly efficient in extracting spatial features from individual frames, they do not
account for the temporal sequence of gestures in cases of continuous signing. Therefore, we
integrated CNN with LSTM, a type of recurrent neural network capable of learning long-term
dependencies. The CNN-LSTM model first extracts spatial features using CNN layers, then
feeds these features into LSTM layers to capture the temporal dynamics of gesture sequences.
This architecture is particularly effective for continuous sign language recognition, where the
order and flow of gestures are crucial. Additionally, we used YOLO for real-time object
detection, which allows for fast and accurate localization and classification of hand signs in a

video stream.

This project is divided into four main chapters, each focusing on a specific technical or

scientific aspect of the project:

viii



Chapter One: Discusses general concepts related to sign language, providing an overview

of its different systems and recognition methods.

Chapter Two: Presents the most prominent recent methods and studies in the field of sign

language recognition, with a special focus on Arabic and English.

Chapter Three: Explains the stages of designing the proposed system for recognizing

hand signs in both languages.

Chapter Four: Covers the practical implementation of the system, presents the obtained

results, and includes a comparative analysis with previous work in the same field.



Chapter 1  Sign Language Recognition and

Interpretation

1.1. Introduction

Effective communication is essential to ensuring inclusivity in diverse communities, with
sign language interpretation regarded as one of the vital means of participation and
understanding for individuals with hearing impairments. As technology develops and artificial
intelligence is incorporated, researchers are constantly looking for new ways to improve the
precision and effectiveness of sign language interpreting systems. The basic ideas of sign
language interpretation are covered in detail in this chapter, along with methods for detection,
identification, and classification. It also looks into different technologies that help enhance the
interpretation process, guaranteeing more efficient and accessible communication for the

hard-of-hearing and deaf communities in both languages English and Arabic.

1.2.Sign Language

Sign language (SL) is regarded as the most structured and ordered of the different gesture
categories in the communicative hand/arm gesture taxonomies. An essential communication
tool for the deaf and hearing challenged community is sign language. Hearing-impaired
people communicate by employing signs in visual space rather than spoken words and sound
patterns. SL deals with non-manual signals that convey semantic meaning through a variety of
body postures and face expressions in addition to hand and arm gestures [WK21].

Pattern matching, computer vision, natural language processing, and linguistics are all
involved in the joint study field of sign language recognition. Its goal is to develop a variety
of techniques and algorithms to recognize and interpret signs that have already been
produced. Systems based on Human Computer Interaction (HCI) that recognize sign language

are intended to facilitate effective and interesting communication. These systems use data
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collection, SL technology, SL testing, and SL linguistics in a multidisciplinary manner. To
help hearing-impaired people learn new ideas and information and manage their emotional
behavior, such a system can be implemented in public services like hotels, railroads, resorts,
banks, offices, etc. [GAS09].

1.2.1. Symbols in Sign Language

In the 1970s, linguistic research on sign language began [BKAZ15]. It comprises linguistic
information, such as various letters and symbols. All of the sign parameters, such as hand
forms, movement, location, and palm orientation, can be represented by sign language
symbols. Figure 1-1 displays the classification of SL symbols. Single-handed and double-
handed signs are the two categories into which SL symbols fall. These signs are further

classified into two categories: one-handed and two-handed signs.

A. One-Handed Signs
One dominant hand is used to indicate one-handed signs. Any static gesture or a motion-

based gesture can be used to depict it.

[ ISL Signs ]
¥
| !

[ One-handed signs ] Two-handed signs ]

g ) —
[ static } [ Dynarmic ] [ Static I[ Dynamic ]

[ Manual signs } [ Mon-hanual signs ] Type o0 Typel
Hand o Mouth L

Shape Gestures )
—— [ Manual signs [ Mon-Manual

I

Hand Biody
Orientation Posture

L

- Face
Expressions

Hand
Lacation

Hand
Movement

i

Figure 1-1 A hierarchical classification of signs. [DK13]

B. Two-Handed Signs

When signing, both the dominant and non-dominant signs are utilized to signify two-

handed signs. Type 0 and type 1 signs are further classifications for these. Figure 1-2
2



Chapter 1  Sign Language Recognition and Interpretation

illustrates that both hands are active in the Type 0 sign, while Figure 1-3 shows that the
dominant hand is more active than the nondominant hand in the Type 1 sign [WK21].

- Tt
=2
% |

Figure 1-2 Two handed type 0 sign Figure 1-3 Two handed type 1 sign (only
(both the hands are active). [AA23] dominant hand is active). [AA23]

Both manual and non-manual components make up sign language; Body postures, mouth
gestures, and facial expressions are employed in non-manual signs, while just the hands are
used in manual signs. Figure 1-4 display static manual signs that are single-handed and non-

manual, respectively.

—

(a) (b)

Figure 1-4 A sample of static manual signs. (a) One-handed static manual sign, (b) Non-manual
sign [WK21].

Figure 1-5 illustrates the five components of signs in sign languages, which include hand
movement, hand shape, hand location, hand orientation, and non-manual features. These
components collectively define the structure and meaning of signs, playing a crucial role in

sign language communication. [AUD16].



Chapter 1  Sign Language Recognition and Interpretation

Handshape Hand orientation
CB8weeed| [n Loy
X 5 B A s C o 1

Location Movement Non-manual

o <> ’ N
o ~a V.
o O o .
Raised nit
e} o o]
0.0
() 2 9
c AN A
o o Wan Slanted
cco ., 7
o © o
o © o [al
. . Squint
.

Figure 1-5 Components of Signs in Sign Languages. [PBK20]

>

1.3.Phases of Sign Language Processing: From Detection to Translation

The following terms are phases that used to recognize sign language, and each phase
advances the process of comprehending and converting sign language into speech or writing.

The phases and their descriptions are as follows:
1.3.1. Sign Language Detection

The system's objective in this initial phase is to determine whether or not the image or
video contains sign language content. Stated differently, it assesses whether the content is
relevant to sign language without requiring knowledge of the particular signs being used
[BC19]. (See Figure 1-6).

Figure 1-6 Example of detection of the word ' ' in Arabic sign gesture [HL23].
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1.3.2. Sign Language Identification

The next phase after determining whether sign language is present is to determine whether
particular sign language is being used. American Sign Language (ASL), British Sign
Language (BSL), Arabic Sign Language (ArSL), or any other type of sign language can be
recognized by the system [DK10].

1.3.3. Sign Language Recognition

This next stage involves analyzing the gestures themselves and translating them into
readable text or speech. It includes interpreting hand movements, finger positions, facial
expressions, and body postures, then converting them into understandable text or speech
[CH11]. (See Figure 1-7).

Figure 1-7 Example of recognition of the word ' 4 * in Arabic sign gesture [HL23].

1.3.4. Sign Language Translation

Sign language translation refers to the process of converting linguistic content between
sign language and spoken or written language. As shown in Figure 1-8, this field includes
systems that translate natural language to sign language and vice versa. These systems often
rely on earlier steps like gesture detection and recognition, handled through computer vision,
specialized sensors, or wearable devices. Translated output may be presented using avatars or
animations to visually render signs, as discussed in the next section. Additionally, various
applications support communication and education for the deaf community by integrating

translation capabilities.
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Datasets with signs and the text that goes with them are used to train sign language

translation algorithms. A letter, number, or word can all be represented by a sign. The sign-to-

speech process is shown in Figure 1-9, where videos or pictures of signs are taken, pre-

processed, and categorized to produce text that is subsequently translated into voice.
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Figure 1-9 Sign language to speech translation process. [NAJ25]
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The opposite procedure is depicted in Figure 1-10, where speech is first transformed into
text using programs such as Google's Speech API, and then processed and translated into

matching image or avatar representations.

SI:::;h Text P 5 d text Qutput Sign Form
- ext Pre- re-processed text | (images / Animated Avatar)
——» Speech to text »  processing to sign language »

Figure 1-10 Speech to sign language translation process. [NAJ25]

1.3.5. Sign Language Interpretation

Unlike translation, which typically involves converting words from one language to
another in a direct and often literal manner, interpretation of sign language encompasses a
deeper, more nuanced process. It involves understanding not just the lexical content of the
signs, but also their contextual meaning, cultural significance, and emotional tone. Sign
language interpretation requires real-time cognitive processing to convey intent, mood, and
non-verbal cues such as facial expressions and body language. This distinction is crucial in
multilingual and multicultural settings, where literal translation may lead to
miscommunication, but skilled interpretation ensures that the true meaning and purpose of the
message are faithfully conveyed.

1.4. Features of Sign Language

Like to spoken languages, there are numerous distinct sign languages that differ from one
place to another; sign language is not a universal language. American Sign Language (ASL)
and Arabic Sign Language (ArSL), for instance, each have distinct signals and grammatical
norms. Every sign language has a unique system for representing words and concepts, despite
certain commonalities. Sentence structure, facial emotions, and spatial location for
communication are some examples of these variations. To make sign language translation

systems more precise and effective, it is imperative to comprehend these variances. [ABFO05]

Every country has its own distinct syntax and semantics for sign languages. The alphabet
systems of the main sign languages American (ASL) and Arabic as well as their variations are
displayed in Figures 1-11, 1-12.
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1.4.1. American Sign Language (ASL)

ASL, or American Sign Language, is a visual language that is widely used in portions of
Canada and the United States. It uses hand signals, body language, and facial expressions to
convey meaning and has its own grammar and syntax distinct American. One of the sign
languages that has been studied the most is ASL, which is crucial for deaf communication and
education. Accessibility for the deaf community has greatly increased because to
technological developments in ASL recognition. [EKHO06]

1.4.2. Arabic Sign Language (ArSL)

The main means of communication for the deaf community in Arab nations is Arabic Sign
Language, or ArSL. It uses hand gestures, facial emotions, and body movements and has
separate grammatical patterns from spoken Arabic. Despite regional variations, ArSL has
some characteristics in common. There isn't as much research on ArSL as there is on ASL. To
improve accessibility and communication, there is now more interest in creating ArSL
recognition systems thanks to developments in computer vision and artificial intelligence
[MDL14].

1.5. Sign Language Recognition Methods

A gesture is any significant physical movement of the hands, arms, fingers, or other body

parts [GW] intended to transmit meaning or information for interaction with the environment
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[MAOQ7]. For gesture recognition to work, hand movements must be accurately interpreted as

meaningful commands. There are two popular methods for human-computer interaction (HCI)

interpretation systems [MS09].

15.1. Glove-Based Methods

These techniques use optical or mechanical sensors. Connected to a glove that uses

electrical signals generated from finger flexions to ascertain hand position [MGO01]. With this

approach, one or more data-glove instruments that have various measurements for the hand's

joint angles and degree of freedom (DOF)—which include information on the hand's location

and orientation utilized for hand tracking—collect the data [LJ99]. The naturalness of user-

computer contact will be hampered by this method's requirement that a glove be worn and a

cumbersome gadget with numerous cables attached to the computer [MAQ7].

A

CyberGlove: The Stanford University-developed CyberGlove is a glove with
eighteen or twenty-two sensors that track wrist and finger movements. It is
extensively utilized in animation, virtual prototyping, and gesture recognition
[MH13].

The Humanglove is an Italian glove that tracks finger and wrist movements using
20 sensors. It is perfect for robotics and simulations because of its calibration
system, which shows a virtual hand [CBO07], [DH16].

5DT Data Glove: Measures finger bending using optical-fiber flex sensors. It is
appropriate for virtual reality and sign language interpretation because it supports
wireless applications and medical settings [CF03], [CWO02].

Pinch Glove: Does not require calibration; uses electrical contacts on the fingertip
to detect gestures [BWO1]. With over 1,000 gestures recognized, it is a valuable
tool for human-computer interaction [L\V99].

Didjiglove: A cutting-edge glove with capacitive bend sensors made especially for
3D modeling and animation programs like Maya and 3DS Max [CF03].

The StrinGlove is a Japanese glove that measures wrist motion and finger joint
angles using 24 inductive sensors and 9 magnetic sensors. It has a modular sensor

replacement design and is made of washable cloth [KT04].

Figure 1-15 presents examples of Glove-Based Methods, showcasing various glove

systems used for hand motion sensing and gesture recognition. Below is a breakdown of some

key glove-based systems:
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(a) (h)

«©) (W

Figure 1-13 Examples of Glove systems: (a) CyberGlove, (b) Humanglove, (c) Pinch Glove
(Image courtesy of Fakespace Systems), (d) Didjiglove, (e) Fingernail Sensor [Ghul4], (f) AcceleGlove
[Her02], (g) Upper limb garment prototype [Par06], and (h) Sensing glove [LS T05].

1.5.2. Vision-Based Approaches

These methods are predicated on how an individual perceives their surroundings. These
techniques often involve utilizing a camera or cameras to capture the input image [SM11].
The gestures should be chosen based on their pertinent meaning in order to build the database
for the gesture system, and each gesture may have multiple samples [HM10] to improve
system accuracy. (See Figure 1-16)

(a) Data glove [10]. (b) Vision based.

Figure 1-14 Examples of data glove and vision based. [IKK12]

There are two types of vision-based hand gesture recognition techniques: appearance-
based techniques and 3D model-based techniques.

A. Appearance Based Approaches
10
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These methods compare features taken from the input camera or video input with features

taken from the visual appearance of the input image model of the hand.

B. 3D Model Based Methods
These methods rely on the hand's kinematic degrees of freedom. These techniques
attempt to create 2D projections from 3D hand models and infer various hand properties from

the input image, such as palm position and joint angles [GAS09].
1.6. Machine Learning Techniques for Sign Language Processing

Both supervised and unsupervised machine learning are used in sign language recognition
(SLR). Although supervised learning is expensive and time-consuming, it uses labeled
datasets for categorization.
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Figure 1-15 Taxonomy of machine learning models [LL19].

Unsupervised learning makes training simpler but frequently less accurate by identifying
patterns in unlabeled data. Generally speaking, supervised models do better in recognition

[GE19]. Common machine learning techniques used in SLR are depicted in Figure 1-17.

11
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1.6.1. Shallow Models

Artificial neural networks (ANNS), support vector machines (SVMs), K-nearest neighbors
(KNN), naive Bayes, logistic regression (LR), decision trees, clustering, and hybrid
approaches are examples of traditional machine learning models for SLR. Over time, these
models have been thoroughly examined and improved. They are employed to solve real-world

issues in SLR systems in addition to increasing recognition accuracy.

A. Artificial Neural Network (ANN)

Acrtificial Neural Networks (ANNSs) are inspired by the structure of the human brain. They
consist of an input layer, multiple hidden layers, and an output layer, with fully connected
units between adjacent layers. ANNs have a strong ability to model nonlinear relationships,
making them effective for recognizing complex sign language gestures. However, due to their
large number of parameters and deep architecture, training ANNSs requires significant

computational resources and time.

B. K-Nearest Neighbor (KNN)

Sign language motions are categorized by the KNN algorithm according to how similar they
are to nearby examples. The manifold hypothesis states that a sign is likely to belong to the
same class if the majority of its closest neighbors do. The model's performance is greatly
impacted by the choice of k. A smaller k indicates a more intricate model with a greater
chance of over fitting. Large k=>A simpler model with a reduced capacity to differentiate
between comparable actions. Because of its ease of use and capacity to categorize new signals
using pre-existing examples, KNN is useful for sign language recognition; yet, when working
with big datasets, it can be computationally costly.

C. Hidden Markov Model (HMM)

Statistical models known as Hidden Markov Models (HMMSs) are used to depict systems
in which observable outputs can be utilized to infer underlying states that are not readily
observable. (See Figure 1-18). They have been extensively used in many domains, including
gesture detection, and are especially good at simulating temporal sequences. To capture the
sequential nature of sign language motions, HMMs are used to simulate the temporal
dynamics of hand gestures in the context of sign language recognition. Accurate sign
language recognition and interpretation are made possible by HMMs' ability to deduce the

most likely sequence of underlying states from the series of observed motions.

12
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Figure 1-16 Hand gesture recognition architecture based on an HMM model. [LCJ14]

D. Support Vector Machines (SVM)

The goal of a Support Vector Machine (SVM) classifier is to determine the best border
between classes. The structural risk minimization (SRM) concept, which SVM adheres to in
contrast to other classifiers, improves its capacity for generalization in machine learning
applications. With their high efficiency in differentiating between different movements,
SVMs have been successfully used in hand gesture identification. They achieve reliable and
precise categorization by locating a hyper plane that maximizes the margin between various
gesture classifications. An example of an SVM model architecture for hand gesture

recognition is shown in the Figure 1-19.

13
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Figure 1-17 The architecture of hand gesture recognition using a SVM model. [LHL22]

1.6.2. Deep Learning Approaches

In sign language recognition (SLR), deep learning is essential because it can automatically
extract significant features from unprocessed input (such pictures or videos) without the need

for human feature extraction. In SLR, there are two primary types of deep learning models:

A. Supervised models

In sign language recognition (SLR), supervised learning plays a key role by training
models on labeled datasets to recognize specific gestures or signs. These models learn to
associate input data (such as images or videos) with their corresponding sign language labels,
for an accurate classification results. Among the most widely used supervised deep learning
models in SLR are CNNs, RNNSs, and LSTMs.

a) Convolutional Neural Networks (CNNs)

CNNs are effective in sign language recognition (SLR) as they mimic the human visual
system (HVS). They consist of convolutional layers (for feature extraction) and pooling layers
(for generalization) [RAZ14], [KRI12]. Since CNNs process 2D data, sign language images
or video frames are converted into matrices for recognition, making them highly suitable for
SLR tasks. Figure 1-20 displays a CNN-based hand gesture recognition model. The procedure

entails:

14
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Figure 1-18 Hand gesture recognition using an adapted convolutional neural network [ACT18]

e Raw Data: Taking a picture of a hand gesture.
e Preprocessing: Using normalization and filtering to improve the quality of
images.
e CNN training: Key feature extraction for categorization.
e Testing: Assessing the accuracy of the model with fresh data.
e Putting the gesture into pre-established categories is the output.
.
b) Recurrent Neural Networks (RNNs)

Because they are made for sequential input, recurrent neural networks (RNNSs) are helpful
for sign language recognition (SLR), particularly in applications that use videos [LAW97],
[GRA13], and [GJ14]. RNNs take into account both recent and historical frames in order to
collect contextual information because sign language depends on temporal dependencies.
Nevertheless, conventional RNNs have trouble with vanishing or bursting gradients, which
restricts how lengthy sequences they can process. Advanced versions such as Gated Recurrent
Units (GRU) [CHU14] and Long Short-Term Memory (LSTM) [GJ14] are frequently
employed in SLR to get around this.

c) Long Short-Term Memory Networks (LSTMs)

Because they can capture temporal relationships in gesture sequences, LSTM networks—a
specific type of Recurrent Neural Networks (RNNs) —are very successful at recognizing sign
language. Because LSTMs handle vanishing and exploding gradient concerns, they are better
suited to managing lengthy and intricate gesture patterns than typical RNNs. LSTM's main

benefits in sign language recognition are as follows:

e Processing Time Series Data: LSTM accurately recognizes dynamic hand
movements by effectively tracking the temporal progression of gestures.

15
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e Modeling Long-Term Dependencies: LSTM improves gesture classification by
retaining pertinent information over long sequences thanks to its forget and input
gates.

e Contextual Gesture Understanding: LSTM makes it easier to recognize
continuous sign language phrases by maintaining context across gestures. [WU24]

Figure 1-21 uses the first LSTM layer [TBO7] for a time series of features extracted from
gesture data to exploit the long-term dependencies and encode them into a sequence the same

as the length of the input gesture with the specific feature size.
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Figure 1-19 Multi-level feature LSTM architecture [DKYL20].

B. Unsupervised models

In the field of SL, the unsupervised models are not be developed much compared
supervised models, where the most well-known model is Generative Adversarial Networks
(GANs). GANSs improve sign language datasets and increase the reliability of sign
recognition models. They are also employed in data augmentation, which makes it possible to

train models more effectively even when there is a shortage of real-world data. [SD25]
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1.7. Applications for sign language recognition

Technology that recognizes sign language is essential for improving deaf people's
learning, accessibility, and communication [DSDO08]. Here are a few important uses:

1.7.1. System for Translating Sign Language

This application translates sign language into text or spoken language in real time using
hand motion recognition Figure 1-22. It is an essential tool for promoting communication
between those who are hard of hearing or deaf and those who are not familiar with sign
language. Wearable sensor arrays and wireless circuitry for sensitivity and fast reaction are

examples of advanced systems [ZCL20].

Figure 1-20 Example for sign language translation system [ZCL20].
1.7.2. System for training sign language

This is skilled in tracking and deciphering user hand gestures. These tools help students
improve their sign language skills by giving them immediate feedback Figure 1-23. Designed
to be interactive, they provide comprehensive courses that cover a wide range of grammar and
vocabulary, along with an in-depth exploration of the Deaf community's cultural fabric, to

enable a comprehensive and interesting educational experience. [MOT18]
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Figure 1-21 Overview of sign language training system [MOT18].

1.8. Open challenges in sign language Translation

Every unique facet of sign language translation covered in this paper has a number of
intriguing difficulties. This section outlines some of the exciting avenues for future study in

each of the several facets of sign language translation as indicated by its taxonomy [FR21].

1.8.1. Sign language repositories

Despite they existence, sign language dictionaries need to be improved in three crucial
areas. Since many developing nations still lack structured systems and only a small number of
sign languages, like ASL, have standardized dictionaries, standardization is crucial. With
recent developments like Wehrmeyer's notation system [WEH19] supporting phonetic
representation and lexicography, sign writing notations should be incorporated to facilitate
avatar-based gesture production. Furthermore, a system for adding new terms is required to
guarantee that new terms - especially in the field of technology - are included in an organized

manner.

1.8.2. Recognition of Gestures

There are various obstacles in the way of gesture recognition. The nature of gestures

presents challenges since it is still difficult to distinguish between single- and double-handed
18
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actions, gestures, and non-manual characteristics, particularly when the gestures are identical
(See Figure 1-24). Variability is increased by subjects making gestures because of variations
in skill, speed, hand size, and other elements. Cost and calibration problems plague hardware-
based methods, which need to be affordable and flexible enough to accommodate users'
anatomical variations. Additionally, sensor placement affects cost and accuracy, resulting in

effectiveness trade-offs.

Figure 1-22 Gestures for different ASL alphabets with almost similar hand shapes [AZS18]

1.8.3. Technology for Avatars

Avatar technology needs to be improved in a few ways. With variations for kids and
adults, realistic avatars should closely resemble people. They should also improve non-
manual clues to improve semantic correctness. Since avatars must connect several sign
executions from motion-capture libraries, smoother gesture transitions are required. Another
difficulty is gesture modulation since it can be challenging to record motion data when
altering gestures to convey adjectives or adverbs (for example, "a bumpy plane ride™ in ASL).
Last but not least, the majority of motion-capture data is proprietary, which restricts the

development of avatar technology due to the lack of publicly available datasets.

1.8.4. General Challenges and Directions

For sign language translation systems to progress, a number of issues need to be resolved.
Due to the lack of written sign language, the corpora for sign language are much smaller than
those for spoken languages, which makes the lack of datasets still a serious problem. Deaf
people and sign language specialists must be involved in the creation of more databases. The
deaf community can be involved in crowdsourcing with editorial control to create parallel

sign language corpora, provide gestures for new words, and assess avatar and translation
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systems. In order to enable cross-language sign translation and promote communication

amongst deaf groups around the world, multilingual translation applications are also required.

1.9. Future Research Directions

There are currently no systems tackling big vocabulary recognition based on language
dictionaries, and most sign language recognition research focuses on letters, numbers, or tiny
word and sentence groups. There is currently little research on internet services for the deaf
and mute, and no solutions have been proposed to help with online banking or shopping.
Furthermore, despite their significance, social networking sites designed specifically for deaf-
mute people have not been covered. Finally, there aren't many suggestions for self-education

resources, like programs that let deaf people read books, articles, and other materials online.

1.10. Conclusion

Making the world more inclusive for people with hearing disabilities requires recognizing
and developing sign language interpretation. We can empower deaf people and bridge the gap
between sign language users and the general public by promoting accessibility and
communication. The next chapter will discuss current research on Arabic and English sign

language interpretation, including initiatives to improve understanding and communication.
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2.1.Introduction

Recent advancements in computer vision and artificial intelligence have sparked renewed
interest in sign language recognition, particularly for ArSL. However, the development of
reliable recognition models is hindered by a lack of publicly available datasets. This chapter
reviews existing research on sign language recognition, focusing on both Arabic and English
languages, and discusses the methodologies used, challenges faced, and comparisons between

the two languages.
2.2.Basic methodology

This section outlines the application of vision-based techniques for identifying motions in
Sign Language, where sign inputs are extracted from either image or video frames. Figure 2-
1 illustrates the fundamental steps in the recognition process, detailing the transition from raw

data collection to motion categorization.
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Figure 2-1 Architecture of the proposed method for hand gesture recognition.



Chapter 2 State-of-the-Art

As shown in Figure 2-1, there are five primary stages that need to be followed, starting
from data collection and preparation, then data preprocessing and feature extraction, followed
by model implementation and training, model evaluation, and finally gesture detection.

2.3.Image Processing/ Statistical Modelling based approaches

These methodologies use a variety of image processing techniques, including classifiers,
fuzzy logic, and rule-based algorithms, to recognize gestures in both ArSL and ASL. By
addressing issues such as hand segmentation, sequence identification, and gesture variability,
these methods aim to improve recognition accuracy. In the following, we present recent works

that exploit these techniques in both Arabic and American Sign Language.

2.3.1. Techniques for ArSLR

Omar Al-Jarrah et al. [AJHO1] developed an ArSLR system that uses neuro-fuzzy
techniques to automatically translate manual letter movements without the need for gloves or
visual markers. The system is built on a first-order Sugeno-type fuzzy inference model, with
training intended to give an output value of 1 for successfully recognized motions and 0
otherwise. The system accurately detected all 30 Arabic manual alphabets, with an overall
recognition rate of 93.55%. Specific gestures demonstrated improved identification rates of
90.00%, 86.66%, and 95.00%, respectively. Despite its effectiveness, the system encountered
difficulties discriminating between visually similar movements and balancing performance

gains with model complexity.

Simillarly, Arora and Roy [AR17] used the fuzzy C-means clustering algorithm and
neutrosophic logic to create an ArSLR system. A dataset from the Al-Amal Institute in
Damietta for Deaf Students [EE20]. With an overall accuracy of 91%, the suggested system
used a categorization strategy based on fuzzy logic. Despite its success, the study found a
number of challenges. It was difficult to structure sign language sentences for translation and
recognition since there was a dearth of linguistic study on ArSL. Furthermore, dataset
building was made more difficult by the lack of defined techniques for characterizing sign

language features.

Ahmed et al. [AAM20] developed a system to identify isolated dynamic ArSL motions
and translate them into Arabic text, addressing gesture variability and dynamic recognition.

Their model, trained on 100 distinct dynamic ArSL signs from 1,500 video clips using a
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Weighted Euclidian Distance metric for gesture similarity, achieved a recognition accuracy of
95.8%.

A. A. M. Riad et al. [RSH14] created an ArSLR system that uses color-based hand
localization to compensate for differences in hand size and form. The technology includes a
hand region description technique that detects border points in images and extracts geometric
information for gesture identification. A rule-based classifier is used to categorize hand
motions based on the extracted features. The system successfully recognizes static ArSL
gestures by combining a vision-based geometric model and a rule-based classification
technique. However, the model is prone to false positives and inaccurate classifications in
some circumstances. Despite this limitation, the system achieved a high recognition accuracy

of 95.3% when evaluated on a dataset of seven ArSL terms.

2.3.2. Techniques for ASLR

Sharmila Gaikwad et al. [GSS19] proposed an image processing and machine learning
system for recognizing American Sign Language (ASL) motions. The system works by taking
photos through a webcam and then comparing them to pre-stored images of ASL characters
using the Scale-Invariant Feature Transform technique. The SIFT technique is used to extract
important elements from the input image that can withstand scaling, rotation, and translation,
making it perfect for gesture identification. The technology recognizes ASL motions and
provides text translations, which are subsequently transformed to voice. The system is
intended to improve communication for those with hearing problems by providing a new way
for them to connect with technology. However, the system may struggle to handle different
hand shapes and poses, and the lack of a sufficient ASL dataset limits further improvements.

Halder and Tayade et al. [HT21] developed a real-time ASL recognition system using
Mediapipe for Support Vector Machine (SVM) classification and hand landmark detection. 21
important hand landmarks were retrieved using their method, which then transformed them
into x and y coordinates for feature-based classification. Their model demonstrated
remarkable accuracy of 99.15% for ASL alphabets after being trained on 156,000 ASL
alphabet images and 1,400 ASL number images. The Mediapipe + SVM architecture offered
a lightweight and computationally efficient solution in contrast to deep learning models like
Convolutional Neural Networks (CNNs) and Artificial Neural Networks (ANNSs), which made
it perfect for real-time mobile deployment.
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Nurhadi et al. [NWS24] developed a system to recognize ASL fingerspelling by
combining global feature descriptors and machine learning methods. The suggested approach
used Color Histogram, Hu Moments, and Haralick Texture to extract features, allowing for a
more robust representation of hand gestures. The collected characteristics were then classified
using Logistic Regression and Random Forest models to determine their usefulness in gesture
detection. The trial findings showed that Random Forest outperformed Logistic Regression,
with an accuracy rate of 86% versus 48% for the latter. Classes B, F, H, I, K, Y, and Z had the
highest classification precision, whilst class U had the lowest performance. However, the
system struggled to discriminate motions with visually similar elements and was sensitive to

differences in contrast and noise.

2.4.Classic Machine Learning-Based Approaches

In these methodologies, Sign Language were recognized using conventional machine
learning methods such as SVM, Decision Trees, and KNN. To improve accuracy, feature
extraction and noise reduction were essential. The usefulness of several classifiers and
methods, such as Principal Component Analysis (PCA) and Linear Discriminant Analysis

(LDA are emphasized in the section.
2.4.1. Existing Approaches for ArSLR

A.M. Ahmed et al. [AAM21] developed the ATASAT System (Automatic Translation of
Arabic Sign Language to Arabic Text), which converts ArSL motions into written Arabic text
utilizing advanced picture and pattern recognition algorithms. The system uses many
classification algorithms, including C4.5, Naive Bayes, KNN, Multilayer Perceptron (MLP),
Sequential Minimal Optimization (SMO), and Voting Feature Intervals (VVFI), to accurately
identify hand movements based on their distinctive properties. The system interprets videos

and collected photos, evaluating hand shapes and movements to generate Arabic text.

Mosab A. Hassan et al. [HSA24] developed an automatic ArSLR system that combines
machine learning, dimensionality reduction, and image processing. Their method uses PCA
for dimensionality reduction, LDA for feature extraction, and KNN for classification. The
system was tested using ArSL letter images and achieved 86.4% accuracy when trained on
90% of the dataset. KNN outperformed AdaBoost, Decision Tree (DT), and Naive Bayes.
While the approach significantly reduces feature dimensions while maintaining accuracy, its
performance is heavily influenced by input data quality and hyper parameter settings.
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Mahmoud M. Khattab et al. [KZM24] used image processing and statistical modeling to
identify gestures in ArSL. During the hand detection phase, two techniques were evaluated:
Sobel and Threshold, with the latter achieving the highest detection accuracy of 98.64%. Four
classifiers were tested: C4.5, Naive Bayes, KNN, and MLP. KNN had the highest accuracy,
ranging from 88.38% to 99.62%. The study also looked at the influence of hidden neurons on
MLP accuracy, and discovered that while additional neurons improved accuracy, it also
increased processing time. The results demonstrated the importance of dataset quality and

classifier selection in obtaining peak performance in ArSL identification.

Altememe et al. [ATE22] created ArSL identification using machine learning approaches
to improve communication in the Deaf and Hard of Hearing (DHH) community. The study
extracted features from hand gesture photos using LDA, which transformed them into a
lower-dimensional space while keeping crucial visual qualities. The study used various
machine learning techniques for classification. The dataset, which included 32 Arabic letters,
controlled for differences in background, illumination, hand shape, and skin tone.
Experimental results indicate that k-NN had the highest accuracy (~87%), followed by
Random Forest (~79%), while DT, NB, and SGD performed poorly (~48-53%). The study
identified problems such as lighting changes and misclassification of visually identical. The
data imply that k-NN is the most successful classifier for ArSL recognition, while more work

is needed to increase real-time adaptation.

R.M. Mohammed et al. [MK21] conducted a comprehensive assessment of ArSL
translation systems, focusing on important advances in the area. The study looked at many
approaches to sign identification, including frequency-based transformations like the Fourier
Transform, Hartley Transform, and Log-Gabor filters for feature extraction. Researchers have
used sensor-based technology such as Kinect and Leap Motion controllers to improve hand
movement tracking. SVM, KNN, ANN, and Logistic Regression are some of the

classification approaches used in various systems.

A. M. Zakariya et al. [Z2J19] created an ArSL detection system for smartphone platforms
that uses a client-server architecture. In this system, the smartphone collects and sends sign
gestures to a server for processing and categorization before displaying the recognized gesture
to the user. The system incorporates image processing algorithms for background detection
and feature extraction, which use binary pixel representation to improve accuracy. The study
used a SVM model trained on a collection of 200 photos per gesture for ten different ArSL
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signs. The trial findings showed an accuracy of 92.5%, indicating that the system is excellent
at recognizing these motions. However, the system can only recognize ten movements and is
restricted by smartphone processing capabilities, which may have an impact on real-time

performance.

2.4.2. Existing Approaches for ASLR

Rajeev Goel et al. [GBG25] developed an Automatic SLR system tailored to ASL. Their
method overcomes the curse of dimensionality, a major issue in ASL recognition, by
combining Histogram of Oriented Gradients (HOG), Autoencoders, and Grey Wolf
Optimization (GWO).in the first step, HOG collects important visual information from ASL
movements, including hand shapes and motion patterns. The method beat standard techniques
such as PCA-IGWO and KPCA-IGWO, with 98.4% accuracy and an F1-score of 96.59%.

Halder and Tayade et al. [HT21] developed a real-time ASLR system using Media pipe
for SVM classification and hand landmark detection. Important hand landmarks were
retrieved using their method, which then transformed them into x and y coordinates for
feature-based classification. Their model demonstrated remarkable accuracy of 99.15% for
ASL alphabets after being trained on 156,000 ASL alphabet images and 1,400 ASL number

images.

Nurhadi et al. [NWS24] developed a system to recognize ASL fingerspelling by
combining global feature descriptors and machine learning methods. The suggested approach
used Color Histogram, Hu Moments, and Haralick Texture to extract features. The collected
characteristics were then classified using Logistic Regression and Random Forest models to
determine their usefulness in gesture detection. The trial findings showed that Random Forest
outperformed Logistic Regression, with an accuracy rate of 86% versus 48% for the latter.
However, the system struggled to discriminate motions with visually similar elements and

was sensitive to differences in contrast and noise.

Bala et al. [BHI22] developed an ASL recognition system that uses classic machine
learning classifiers to improve alphabet categorization accuracy. The system was trained
using the Sign Language MNIST dataset. CNN led the other models, obtaining 100%
accuracy, followed by Random Forest (98.63%) and SVM (97.92%).

Mitra et al. [MRM22] proposed an ASL identification system. Their technology analyzes
video-based hand motions, identifies essential elements, and classifies them using machine
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learning models to produce text and voice output. The paper evaluates multiple ASL
classification algorithms for Bengali SL, including SVM-based models (95% accuracy) and
deep CNNs (96.33% accuracy). The system combines real-time video processing,
segmentation, and feature extraction, comparing observed features to pre-trained models to
categorize indications. Experimental results indicate 64.70% accuracy for certain ASL

characters, with errors due to environmental noise and hand positioning inconsistencies.

Kaur and Garg [KG24] developed a machine learning-based system for real-time
recognition of ASL from video streams. The system preprocesses video frames and extracts
key hand traits before applying machine learning methods such as Naive Bayes, Random
Forest, SVM, KNN, Logistic Regression, and Decision Trees. Each model was tested for
accuracy and efficacy in classifying ASL hand motions, and Decision Tree outperformed the
rest, obtaining an astonishing 99.79%.

Miah et al. [MTAZ25] developed a vision-based system for detecting ASL utilizing a basic
camera and the MediaPipe Hands algorithm to track hand joint movements in RGB images.
They employed two feature extraction techniques: distance-based, which determines the
distance between hand joint locations, and angle-based, which computes the angles between
vectors and 3D axes. They used three different datasets to categorize the indicators with
SVM and Light Gradient Boosting Machine (GBM). Their algorithm scored 99.39% accuracy
on the Massey dataset, 87.60% on the ASL Alphabet dataset, and 98.45% on the Finger
Spelling A dataset.

2.5.Deep learning-based approaches

In recent years, deep learning techniques have transformed sign language recognition
by allowing for more accurate and efficient gesture classification. Unlike traditional methods
that rely on handcrafted  features, deep learning models use automated feature
extraction, spatiotemporal modeling, and sequence prediction. This section looks at several
deep learning-based approaches, such as Convolutional Neural Networks (CNNSs), Recurrent
Neural Networks (RNNSs), Transformers, and hybrid architectures. The evaluated studies
concentrate on Arabic Sign Language (ArSL) and American Sign Language (ASL),

emphasizing advances, obstacles, and future research objectives.
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2.5.1. Existing Approches for ArSLR

Ahmad M. J. AL Moustafa et al. [AMJ24] proposed an Automatic ArSLR system, where
they employs CNNs for feature extraction and PCA for dimensionality reduction, resulting in
increased computing efficiency while keeping important visual features. Trained on a dataset
of 600 ArSL gestures, the model recognized individual movements with 91% accuracy.
Despite these promising findings, problems remain, such as the need for larger datasets,
gesture variability, and the lack of grammatical structures in Arabic sign language.

Herbaz et al. [HEB25] developed an advanced deep learning SLR system for ArSL. Two
new datasets were presented in their work [RW18]. The researchers used the VGG16,
VGG19, and ResNet50 models for classification, normalization, and detection. Two training
regimes were used to assess the system: one without fine-tuning and another with
improvements for fine-tuning. With VGG16 reaching 99.05%, VGG19 reaching 99.99%, and

ResNet50 reaching 98.50%, the results showed great identification accuracy.

Ahli et al. [AHL23] developed a deep learning-based model for SL translation that uses
CNNs and RNNs to extract spatiotemporal information from sign language movies and
translate them to text. The system was tested against several standard classifiers, including K-
NN, Decision Tree, Boosted Decision Tree, and SVM. In classification, the K-NN achieved
85.80% accuracy on validation and 83.10% on test data. The SVM model performed well
overall, with an F1-score of 79.30% on validation and 79.20% on test data, whereas Boosted
Decision Trees achieved 85% validation accuracy and 83.10% test accuracy. Among all
models, the CNN-RNN technique beat traditional classifiers, with validation accuracy of
86.94% and test accuracy of 80.01%.

Oulad-Naoui et al. [ONB24] developed an LSTM-based system for identifying dynamic
ArSL that incorporates deep learning approaches. In order to improve recognition accuracy,
they used a CNN-LSTM-SelfMLP architecture, which merged a multi-layer perceptron
(SelfMLP) into CNN-LSTM models. Using MobileNetV2 and ResNet18 as CNN backbones
for feature extraction, the study investigated six distinct models. The suggested method
successfully captured the sequential character of ArSL gestures by utilizing LSTM networks

for temporal modeling.

Al-Hammadi et al. [AMH20] developed a 3DCNN for spatiotemporal feature learning to

create a hand gesture identification system for sign language. In the first technique, a 3SDCNN
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extracted features from whole video samples for classification using a SoftMax layer. In the
second approach, the 3DCNN was trained to extract features from different parts of the video
in order to improve temporal dependency. The system demonstrated recognition rates of
84.38%, 34.9%, and 70% in signer-independent mode and 98.12%, 100%, and 76.67% in

signer-dependent mode when tested on three gesture datasets.

Ali Alani et al. [AC21] developed the ArSL-CNN model, a deep learning framework
based on CNN for recognizing ArSL movements. The model was trained and tested on the
ArSL2018 dataset, which included 54,049 images representing 32 ArSL motions. The system
had training and testing accuracy of 98.80% and 96.59%, respectively. To address data
imbalance difficulties, the scientists used the Synthetic Minority Over-Sampling Technique
(SMOTE), which increased the model's accuracy to 97.29%. Despite this improvement, the
model's performance remained influenced by the quality and quantity of training data, making

generalization to unseen motions difficult.

Rawf et al. [RMA23] developed a hybrid strategy to detect and classify Arabic-script-
based sign language motions, integrating 2D CNN with transfer learning. The system was
trained and tested on the ASSL2022 dataset, which was created from two publicly available
datasets—the ASL alphabet dataset and ArSL2018—and contained tagged Arabic-script
images for 40 sign language classes. The study showed that Arabic hand gestures may be
recognized with about 100% accuracy. However, problems such as dataset size, diversity,
generalization to novel gestures, and hardware dependency may have an impact on real-world

deployment.

Saleh Aly et al. [AA20] developed a comprehensive Arabic Sign Language (ArSL)
recognition system that addresses three major challenges: hand segmentation, hand shape
representation, and gesture sequence identification. The system used DeepLabv3+ to segment
hands, Convolutional Self-Organizing Maps (CSOM) to extract hand shape features, and Bi-
directional Long Short-Term Memory (Bi-LSTM) to recognize gesture sequences. The model
was trained using a dataset of 23 distinct ArSL word signs, each performed by three different
persons. The experimental findings demonstrated a recognition accuracy of 89.59%,
illustrating the usefulness of using deep learning models into dynamic sign language

recognition.

Moustafa et al. [MAMZ24] developed a hybrid strategy that uses Mediapipe for hand
landmark detection and a CNN model to improve Arabic Sign Language (ArSL) recognition.
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Their model was trained using a dataset of 7,000 photos, which included 28 distinct ArSL
motions, and achieved a validation accuracy of 97.1%. However, the study identified
categorization issues caused by strong visual similarities between specific characters, such as
"Beh,” "Teh," and "Theh," which had an impact on model performance. Variations in hand
position and signing techniques created additional obstacles, underlining the need for

increased robustness and adaptability in real-world situations.

2.5.2. Existing Approaches for ASLR

Miah et al. [MTA25] integrated Graph Convolutional Networks (GCN) with CNNs and
Multi-Head Self-Attention (MHSA) to develop a deep learning framework for ASLR. By
using SLIC-based superpixel segmentation to improve spatial feature extraction, their model,
Graph Meets Attention and CNN (GmTC), increases the effectiveness of gesture recognition.
The suggested model demonstrated an accuracy of 99.46% on ASL-10 and 99.60% on ASL-
20. However, the lack of real-time optimization, and NLP integration for translation, are

some of the system's drawbacks despite its high accuracy.

Sharmila Gaikwad et al. [GSS19] proposed an image processing and machine learning
system for recognizing ASL motions. The system works by taking photos through a webcam
and then comparing them to pre-stored images of ASL characters using the Scale-Invariant
Feature Transform technique. The technology recognizes ASL motions and provides text
translations, which are subsequently transformed to voice. The suggested method uses CNNs
for feature learning and classification, resulting in an effective framework for ASL
recognition. However, the system may struggle to handle different hand shapes and poses,
and the lack of a sufficient ASL dataset limits further improvements.

Lee et al. [LK99] developed a real-time ASL recognition system employing a LSTM
network and KNN. The system used a Leap Motion Controller to extract information like
sphere radius, finger angles, and distances for accurate gesture classification. After training
on 2,600 ASL samples, the system attained an average accuracy of 99.44% for 26 ASL
alphabets and 91.82% accuracy in 5-fold cross-validation. This study demonstrates the
feasibility of combining motion sensors and deep learning to provide real-time ASL

detection and learning applications.
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Elakkiya et al. [NRE22] proposed a comprehensive sign language system that includes
Generative Adversarial Networks (GANSs), 3D-CNNs, and LSTMs for gesture identification,
translation, and video creation. The system used MediaPipe and a CNN + Bi-LSTM model to
extract poses and generate text, with a classification accuracy of more than 95%. Evaluation
criteria including BLEU (38.06), SSIM (0.921), and PSNR (29.73) demonstrate the model's

good accuracy and visual quality.

Ahmadi et al. [AMA24] proposed a deep hybrid model for sign language recognition
that combines a Custom CNN and a Temporal TCNN. The system was assessed using
publicly available benchmark datasets that included both British Sign Language (BSL) and
American Sign Language (ASL). The CNN-TCN model uses a structured pipeline that
includes data collection, preprocessing (labeling, normalization, and frame extraction),
feature extraction with CNN, and sequence modeling with TCN. The experimental findings
showed high performance, with accuracy, precision, recall, and F1 scores of 95.31%,
94.03%, 93.33%, and 93.56%, respectively, demonstrating the efficiency of CNN-TCN in

recognizing isolated characters and numbers.

Paul et al. [PWP24] developed an ASL recognition system that uses deep learning
approaches to improve real-time gesture classification. Their model used a ResNet-based
CNN trained on a dataset of 26 ASL hand signs. The system was optimized with the Adam
optimizer, resulting in a classification accuracy of 89.07%. Furthermore, Paul et al. [PWP24]
proposed a sequence-based ASL recognition system that uses Long Short-Term Memory
(LSTM) and Gated Recurrent Units (GRU). The dataset included three basic ASL gestures:
"hello," "1 am hungry,” and "thanks." The evaluation findings showed that LSTM
outperformed GRU, with an accuracy of 94.3% versus 79.3% for GRU.

Baihan et al. [BAA24] developed a hybrid deep learning model called CNNSa-LSTM
that combines CNN, Self-Attention (SA), and LSTM to improve sign language recognition.
The system uses VGG16 for spatial feature extraction and optical flow for motion feature
analysis, attaining 98.7% accuracy on sign language datasets. The proposed approach
performed well across various measures, with a sensitivity of 98.2%, precision of 98.5%,
word error rate (WER) of 0.131, and sign error rate (SER) of 0.114.

Camgoz et al. [CHK?20] developed a Transformer-based architecture for end-to-end ASL

recognition and translation. Without the requirement for explicit timestamp annotations, their
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methodology combines Connectionist Temporal Classification (CTC) loss to jointly

maximize both recognition and translation tasks.

Said et al. [SMT24] developed a deep learning framework for continuous ASL detection
and translation based on Adaptive Transformer (ADTR). To improve translation accuracy,
their model added Adaptive Masking (AM), Local Clip Self-Attention (LCSA), and
Adaptive Fusion (AF). Their method allows for direct translation from ASL video sequences
to spoken language text because it does not rely on gloss annotations like traditional SLT

models do.

2.6.Conclusion

Sign language recognition research in both Arabic and American Sign Language (ArSL
and ASL) has achieved great advances, but significant gaps remain. ArSL research is
currently sparse, with each using distinct approaches, making direct comparisons impossible.
The lack of consistent, large-scale datasets complicates the creation of robust models. In
contrast, ASL research benefits from well-established datasets, which enable more consistent
evaluations and increases in recognition accuracy. Deep learning-based techniques, including
CNNs, RNNSs, and Transformer models, have demonstrated encouraging results in ArSL and
ASL recognition, with high accuracy in gesture classification and phrase translation.
Traditional machine learning algorithms, such as SVM and KNN, remain useful for certain
tasks, like static gesture identification. However, variances in dataset quality, gesture
complexity, and signer differences continue to provide issues for both languages. Future
research should concentrate on dataset expansion, real-time recognition improvements, and
the use of multimodal approaches to improve accuracy and practicality in real-world
circumstances. Standardization of ArSL datasets and procedures will be critical in closing the

gap between ArSL and ASL recognition systems.
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3.1.Introduction

In this chapter, we provide a deep learning method for identifying Arabic and English
(American) sign languages. For precise and effective hand sign identification and recognition,
we used a variety of technological methods, such as Convolutional Neural Networks (CNN)
separately and YOLOVS. Strict preprocessing procedures were taken to guarantee high-quality
findings before applying these algorithms to datasets that included signs from both Arabic and
American sign languages. In order to promote inclusive and seamless communication, this
chapter offers a systematic approach to recording and deciphering gestures from Arabic and
American sign languages. The integration of contemporary methods to promote

intercommoned linguistic and cultural understanding is underlined.

3.2.Challenges and Obijectives of the System

The primary objective of this project is to develop a deep learning-based system capable
of accurately detecting and classifying Arabic and English Sign Language letters from images
and real-time video streams, as well as recognizing the extracted letters correctly. By
leveraging advanced deep learning techniques, the system aims to identify and extract the
necessary letter information and convert it into readable text output. Figure 3.1 illustrates the

general architecture of the proposed system.

Output (Letters, Avatar
or text words)

Input (Images / Real-

time video) Proposed System

Figure 3-1 General architecture of our proposed system.
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3.3. Overview of Utilized Datasets

In order to create a deep learning-based system for recognizing sign language, we looked
for the best datasets that met our methodology's needs. Our project mostly concentrated on
identifying individual letters in both Arabic Sign Language (ArSL) and American Sign
Language (ASL), as opposed to whole words or phrases. In addition, to further specify Arabic
sign language for the Maghrebi region, we created a new dataset called the ‘Maghrebi Arabic
Dialect Sign Language Dataset' (MASLD).

3.3.1. Arabic Sign Language (ASL) Alphabet Dataset

In this project, two Arabic Sign Language datasets were used in order to enhance the
model’s performance and improve its ability to generalize across different conditions in both

versions (image and real-time).
A. ArSL21L Dataset

The ArSL21L dataset [AS21] is a comprehensive and recent dataset designed for Arabic
Sign Language letter recognition. It contains 14,202 high-resolution images covering 32
Arabic sign language letters (see Figure 3-2). The images are captured with a wide variety of
backgrounds, lighting conditions, and signer appearances, enhancing the dataset's diversity.
Each image is annotated with bounding boxes in the PASCAL VOC format, enabling both
classification and detection tasks. The dataset size is approximately 803 MB and is divided
into training and testing splits, commonly with 80% for training and 20% for testing. This
dataset is suitable for training advanced deep learning models including convolutional neural
networks and object detection frameworks.
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Figure 3-2 A sample of the dataset showing some Arabic sign language alphabet letters.

B. ArSL2018 Dataset

The ArSL2018 dataset [AS18] consists of static images representing the 32 letters of the
Arabic Sign Language alphabet. It was collected under more controlled conditions with
consistent background and lighting to provide clear visibility of the signs. The dataset size is
smaller compared to more recent collections, focusing primarily on classification tasks rather
than detection. Images are standardized in size, facilitating model training and evaluation. The
dataset is widely used in early-stage research on Arabic Sign Language recognition and serves
as a reliable resource for benchmarking classification models (see Figure 3-3).
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Figure 3-3 A sample of the dataset showing some Arabic sign language alphabet letters. [AS18].

3.3.2.  American Sign Language (ASL) Alphabet Dataset

In English sign language, specifically American Sign Language (ASL), two datasets were

used to train and evaluate a deep learning model for recognizing ASL alphabet signs.

A. ASL Dataset

The ASL dataset [MSK24] consists of static images representing the 26 letters of the
American Sign Language alphabet. The images were collected in natural and varied
conditions with diverse backgrounds, lighting, and hand orientations, providing a more
realistic representation of real-world usage. Compared to more standardized datasets, this
collection is smaller in size and includes some variability that makes it suitable for detection-
oriented and robustness-focused tasks. Although not originally intended for classification, the
dataset can also be adapted for early experimentation in recognition systems. It serves as a
useful supplementary resource for evaluating model generalization in unconstrained

environments.
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Figure 3-4 A sample of the dataset ASL showing some sign language alphabet letters.

B. The ASL Alphabet dataset
The ASL Alphabet dataset [GAZ20] consists of static images representing the 26 letters of
the American Sign Language alphabet, along with additional signs such as "Nothing",

"Space”, and "Delete" (see Figure 3-5).

X test Y_test 7 test

Figure 3-5 Example of ASL Alphabet Signs Represented by Hand Gestures.
The dataset was collected under highly controlled conditions with uniform backgrounds,

consistent lighting, and standardized hand positions to ensure clarity and uniformity across
samples. With over 87,000 high-resolution images, the dataset is considerably large and
primarily designed for classification tasks. All images are uniformly sized (200x200 pixels),
which simplifies preprocessing and facilitates training deep learning models. This dataset is
widely used in academic research and practical applications related to ASL recognition and

serves as a strong benchmark for evaluating classification models.

37



Chapter 3 Conception

3.4.System Architecture Suggestion

This section presents the basic phases of sign language recognition for translating the
provided sign language into Arabic and English words or sentences. The proposed system

consists of the following phases:

Preprocessing phase: In this phase, we prepare the images by extracting, resizing,

normalizing, and optimizing their lighting to suit the models.

Object Localization and Extraction: This phase focuses on locating the hand only, as it is

the primary element in sign language.

Recognition phase: In this phase, we use different deep learning techniques to recognize
sign language using separate models, including Convolutional Neural Networks (CNN),
YOLOVS.

Sentence or Word Formation: The recognized letters from the models, whether in English

or Arabic, are used to form words and sentences.

Sign Translation: This phase is based on ensuring the correctness of words and sentences
in both American and Arabic sign languages to preserve the intended meaning. In

addition, a 3D avatar was created and animated based on the corrected, generated words.

From Text to Signs: This phase is considered the reverse operation, where the input is
plain text and the output is sign language. It aims to ensure effective communication

between speakers and signers. Figure 3-9 illustrates the proposed approach of our system.

3.4.1. Language Selection

Users can choose between the Arabic and English alphabets for sign language recognition
with this function. The system recognizes and deciphers hand signals that correspond to
letters in both languages with accuracy. The application's usability is increased by supporting
both alphabets, making it suitable for Arabic sign language learners and English speakers.
Because users can quickly switch between the two alphabets according to context or choice,

the application is adaptable and usable by a wide variety of users.
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3.4.2. Preprocessing

To guarantee precise outcomes in the following stages of the hand sign recognition
system, our system starts by preprocessing the input photos. A generalized preprocessing

pipeline for this stage is represented by the pseudocode below:

function preprocessimage(image):
normalized_image = normalizelmage(image)
adjusted_image = adjustimage(image) # Resize or scale the image to fit the model requirements while
preserving aspect ratio
corrected_image = correctLighting(adjusted_image)
return corrected_image

A. Image Normalization

At this point, each image's pixel values are adjusted to fall between 0 and 1. For 8-bit
images, this entails translating the original pixel values, which range from 0 to 255, to a scale
from 0 to 1. During training, this normalization enhances the model's performance and

stability.

B. Image Resizing

The image is resized to fit the model's input specifications while, whenever feasible,
maintaining the original aspect ratio rather than resizing it to fixed dimensions. This
guarantees that the key hand sign features won't be distorted when the model handles changes

in image sizes.

C. Lighting Correction

After resizing the photos, techniques like histogram equalization or other lighting
correction approaches are applied to lessen lighting variances and improve the visibility of
key characteristics, which helps to increase the overall recognition accuracy.

3.4.3. Full landmark extraction

Key hand landmarks are extracted from the photos in the following step when the
preprocessing is finished. Since it only recognizes the most important aspects of the hand, this
stage is necessary to achieve high accuracy in sign identification. In order to prepare the
photos for tracking models and improve the identification system's overall performance, these

extracted features are essential.
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A. Object Localization and Extraction

At this point, precise object detection and position adjustment are accomplished by the use
of specialized algorithms. These techniques also aid in fixing any improper rotations that can

show up in the pictures.

a. Rotation and Mirroring

When the hand in an image is not oriented correctly, our system uses transformation
techniques including rotation and mirroring. During training, this step increases data diversity
and enhances model performance. Both CNN models for hand posture classification and

YOLO models for hand detection depend on this procedure.

b. Concatenation

Following the hand landmark extraction process, the output is transformed into a table that
includes each landmark's visibility as well as its x, y, and z coordinates. A zero array is
produced if no hand is found. CNN models that depend on hand landmark points for accurate
classification or identification are the main users of this data structure. In the meantime, the
photos are downsized to 640 by 480 pixels and immediately transformed to RGB format for

YOLO models in order to detect hands within the frame.

B. Holistic detection

Key landmarks like hands and body position may be detected simultaneously and
incorporated thanks to Google's MediaPipe Holistic machine learning engine. By integrating
several sub-models, this model offers a comprehensive solution for precise human motion
analysis. This phase comes after the one that concentrated on extracting basic features of the
detected items since the model combines position and hand tracking data into a coherent and
complete set of human body landmarks. During this phase, we used this integrated model on a
continuous stream of photos to generate up to 75 landmarks, 33 for body stance and 21 for
each hand. The model was trained using a predetermined quantity of real photographs. There

are two kinds of landmarks in the model.

a. Pose Landmark Recognition
A Convolutional Neural Network (CNN) model is used to determine the overall body pose

after the pose of the provided image has been evaluated. The posture parameters of the body
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and its components, which comprise roughly 33 landmarks, are detected by this model Figure

3-10 depicts the model we used for full-body tracking.

0. nose 17, right pinky knuckle #1
1. right eyeinner 18, left pinky knuckle #1
2. righteye 19. rightindex knuclke #1
3. right eye outer 20. leftindex knuckle #1
4, lefteyeinner 21. right thumb knuckle #2
5. lefteye 22, left thumb knuckle #2
6. lefteye outer 23. right hip

7. right ear 24, lefthip

8. leftear 25, right knee

9, mouth right 26, leftknee

10. mouth left 27. rightankle

11, right shoulder 28, leftankle

12, left shoulder 29. right heel

13. right elbow 30. leftheel

14. left elbow 31. right footindex

15, right wrist 32, left foot index

16. left wrist

Figure 3-6 shows the possible landmarks present throughout the entire body. [TJB24]

b. ldentifying Hand Landmarks
After determining the general body posture, we use its markers to pinpoint the palm areas.

Figure 3-11 shows the 20 points that make up the hand landmark model.

0.WRIST 11.MIDDLE_FINGER_DIP
1.THUMB_CMC 12.INDEX_FINGER_TIP
2.THUMB_MCP

13.RING_FINGER_MCP

3.THUMB_IP
4.THUMB_TIP 14.RING_FINGER_PIP
5.INDEX_FINGER_MCP 15.RING_FINGER_DIP
6.INDEX_FINGER_PIP 16.RING_FINGER_TIP
7.INDEX_FINGER_DIP 17.PINKY_MCP
s s o
O.MIDDLE_FINGER MCP " "

10.MIDDLE_FINGER_PIP

Figure 3-7 illustrates the possible landmarks found on a single hand. [RG23]
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C. Key point Values Extraction

A vector of size 21 x 3 = 63 items is produced by representing each hand as a NumPy
array with 21 landmarks, each of which has three values (X, y, and z). Because they accurately
depict the location and orientation of every hand component, these values are essential for
training and enhancing the hand gesture recognition model's performance. Figure 3-12

illustrates the final result of the object localization and extraction phase

Figure 3-8 An example of hand landmark extraction.

3.4.4. Sign Recognition

Deep learning techniques are used to understand the key points vector once it has been
extracted. In order to determine the most effective method for sign recognition, we
concentrated on different models in our work. Each component of the model is described in

detail in the sections that follow.
A. YOLOvVS model

For comparison, we use the YOLOv8 model, whose design is shown in Figure 3-13. We
used two separate datasets, each containing images only (no videos), and representing sign

language alphabets (see section 3.3):

e The first dataset contains sign images of the Arabic alphabet, consisting of 28 classes,

one for each Arabic letter.
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e The second dataset contains sign images of the English alphabet, consisting of 26
classes, one for each English letter.

Each dataset was divided into three subsets:

o Training Set: used to train the model to recognize sign classes.
o Validation Set: used to tune and improve the model’s performance during training.

o Test Set: used to evaluate the model’s performance on unseen data.

Each image is accompanied by a text label file stored in a "label™ folder, containing the

annotation information necessary for YOLO training, handled independently for each dataset.

Arabic Dataset English Dataset
l'\_, - __J_,.r’ —— -
Holistic Detection ‘
Convert to YOLO Format

.

Split the Dataset :Tn'lin Va

YOOV ——  Model reconfigure for train

Evaluatemodel ~—— Trainthemodel ——  Weights

Figure 3-9 Phases of YOLOv8 Madel.

Initially, the model showed poor performance. To improve this, we applied the Holistic
Detection technique before dataset transformation, which enhanced the data quality and

improved the model’s accuracy.
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a. Creating the Data File (data.yaml)
Distinct data.YOLOV8 was used to build a yaml file for every dataset. Each file includes:

e Paths to the training and validation image directories.

e Each dataset's unique class names (either 26 English or 28 Arabic classes).

e Important details for independently configuring the training environment for every

dataset.
b. Training the Model
To guarantee input uniformity across the model, the photos were scaled to 416 x 416

pixels during training. For effective computing, a batch size of 100 was chosen, enabling the
model to process 100 photos at once. To make sure each model learns efficiently from its
particular dataset, the training process was conducted independently for 120 epochs on both
the Arabic and English datasets. The configuration specified in the matching data.yaml file for
every dataset, which contained paths, class names, and other crucial factors, served as the

basis for all training processes.

c. Model Evaluation

The model.val () script was used to evaluate each model following the training process.
To guarantee that the best version of the model was used for evaluation, the best weights that
were acquired during training and stored in the best.pt file were imported in this stage. To
ensure consistency with the training conditions, photos were scaled to 416 x 416 pixels
throughout evaluation. We were able to assess the accuracy and generalization capacity of
each model separately for the Arabic and English sign language alphabets thanks to this
examination. This is an example of using the YOLOv8 model to translate hand gestures (sign

language) into text.

Figure 3-10 Example of Hand Gesture Recognition in Arabic signs.

Figure 3-11 Example of Hand Gesture Recognition in English signs.
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B. CNN Model

In this project, we implemented a custom CNN from scratch to classify hand sign images

into their corresponding sign language letters. (see Figure 3-16)

o Dropout Layers: Dropout layers are applied after pooling and dense layers to
randomly deactivate a percentage of neurons during training, improving generalization
and reducing overfitting.

o Flatten Layer: This layer converts the 2D feature maps into a 1D feature vector to
prepare for the fully connected classification layers.

o Dense (Fully Connected) Layers: The flattened output is passed through a dense layer
with 512 units and ReL.U activation. Finally, a softmax dense layer is used to produce

the class probabilities.

a. Training the Model

To train the model, we used the following settings:

b. Evaluation and Results
After training, the model was evaluated on both the validation and test datasets. The

evaluation results were visualized using :

e Training Accuracy and Loss Curves: These graphs illustrate how well the model
learned over time and whether overfitting occurred.
e Confusion Matrix: A confusion matrix was generated to visualize the performance of

the model in predicting each individual class.

C. CNN (MobileNet) Model

MobileNet is a lightweight and efficient convolutional neural network (CNN) architecture,
originally designed for mobile and embedded applications. In this project, MobileNet was
used for both static image classification and real-time gesture recognition using webcam
video input, due to its fast inference speed and compact design. Figure 3-17 illustrates the
architecture of the MobileNet model, highlighting its use of depthwise separable convolutions
and its suitability for both static image classification and real-time hand gesture recognition.
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56 x 56 x 256
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L
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Figure 3-12 MobileNet Architecture.

a. Key Concept: Depthwise Separable Convolutions
MobileNet replaces the standard convolution operation with depthwise separable
convolution, which significantly reduces the model’s size and computation cost. This

operation consists of :

e Depthwise Convolution: Applies a single filter per input channel to extract spatial
features.

e Pointwise Convolution (1x1): Combines the spatial features across channels.
This separation drastically lowers the number of parameters and makes the model well-

suited for real-time and resource-constrained environments.

b. Architecture Overview

The general architecture used in both applications includes the following components:

e Input: Whether from a static image or a real-time frame, all inputs are resized to 224x224
pixels and normalized.
e Backbone Network: A pre-trained MobileNetVV2 model (or similar), optionally fine-tuned

on hand gesture data to enhance performance on our specific task.
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e Global Average Pooling: Reduces each feature map to a single representative value.
e Fully Connected Layer: Uses a softmax activation function to output probabilities for each

gesture class.

c. Integration in Both Use Cases
For Static Images

e Pre-collected images are loaded, preprocessed, and passed through the MobileNet model.
e The predicted class is displayed or used for further processing such as translation or
evaluation.

For Real-Time Webcam Input

e Frame Capture: Live video feed is captured using OpenCV.

e Preprocessing: Each frame is resized and normalized before prediction.

e Prediction: The frame is passed through the MobileNet model.

e Output Display: The recognized gesture is displayed on-screen with bounding boxes and
class labels for immediate feedback. The image (Figure 3-16) represents an example of

translation using a CNN model.

Figure 3-13 Example of Hand Gesture Recognition Using a CNN Model in ArSL.

Figure 3-14 Example of Hand Gesture Recognition Using a CNN Model in ASL.

At this stage, the outputs of classification models such as CNN or YOLOV8 are converted into
understandable symbolic characters, like alphabet letters. These characters represent the first
level of translation, where no semantic meaning is extracted yet, only the visual or gestural

signals are mapped to linguistic units such as:

.
CC v Ce 99 CC 99|99
O (-

e Arabic letters: , e

e Latin letters (for ASL): “A”, “B”, “C”...

This step serves as the foundation for any further linguistic processing, bridging the gap

between raw visual data and symbolic representation.
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3.4.5. Sign Translation
A. Grammar Correction Stage

The Sign Translation stage is responsible for transforming sequences of recognized symbols
(such as individual letters) into meaningful linguistic structures, such as words or phrases.
While the previous stage (Characters) produces isolated symbols, this stage works to
assemble and organize these symbols into comprehensible words within the appropriate

linguistic context. This process is not limited to simply concatenating letters; it often involves:

o Correcting spelling errors that result from recognition inaccuracies,
e Applying language modeling to predict the most likely word based on the letter
sequence,

e And in some systems, using grammatical rules to ensure proper sentence structure.

Practical Example:

If the following sequence of letters is recognized:
ST AT, LY AT, MY

It is transformed into the word: ""SALAM™.

B. Text Modeling Stage

Once the signs are translated into words, the system proceeds to generate complete
sentences or display individual words based on the real-time context of the gestures. This
stage may involve tools for sequencing words according to the target language's grammar, as

well as applying morpho-syntactic corrections, such as:

e Sequence Modeling for proper word ordering

o Grammatical Correction to ensure syntactic coherence

The output at this stage represents the fully interpreted content of the input signs and can
be presented in the form of spoken audio, textual display, or animated avatars that visually

articulate the message.

eTextual Display : The translated signs are initially presented as text, where the system

generates coherent words and phrases based on the recognized gestures. Each sign is mapped
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to a corresponding letter , resulting in meaningful word or sentences displayed on the screen
to enhance clarity and ensure accessibility.

eSpoken Audio : In addition to text, the output can be converted into spoken language using
text-to-speech (TTS) technology. This audio output plays a crucial role in inclusive
communication, allowing hearing individuals to understand the message without relying on

visual cues.

eAnimated 3D Avatar : To strengthen visual communication, especially for the deaf and
hard of hearing, the system includes a virtual character ( 3D avatar) that performs lip-
synchronized speech. This is achieved through the Wav2Lip model, an advanced Al system
capable of generating highly accurate lip movements synchronized with the spoken audio.
This visual representation adds a realistic and human-like dimension to the translation,
improving the user experience and supporting comprehension through synchronized facial

expression with speech.

3.4.6. Reverse Translation: From Text to Sign

The reverse translation branch transforms written text into visual sign representations
through three main steps. First, Text Parsing breaks the input into individual words or
characters. Next, Sign Media Matching assigns each element to a corresponding image that
represents the appropriate sign, using databases of static sign language images. Finally, Sign
Display presents the matched signs in a sequential visual format using only images. This
process enables effective communication from hearing individuals to deaf individuals in a

clear and accessible visual manner.

3.5.Conclusion

This chapter concluded with outlining the general design structure that serves as the
cornerstone of our undertaking. We gave a comprehensive knowledge of the entire process by
providing a succinct summary of the important processes that were involved in our work. We
will transition from the conceptual design to workable solutions in the upcoming chapter,
"Implementation Details,"” which will demonstrate the practical use of the suggested

architecture.
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4.1.Introduction

In the previous chapter, we presented the detailed conceptual design of our system. In this

chapter, we shift our focus to the development environment and the key libraries and tools

used during implementation. Additionally, we provide an overview of the core components of

our code base and highlight the main results obtained throughout the development process.

4.2.Development environment

To implement our application, we utilized two personal computers with the following

Table 04-1 Characteristics of the material used.

Model Part Laptop 1 Laptop 2

Processor Intel(R) Core(TM) i5-7200U CPU @ 2.50GHz [Intel(R) Core(TM) i5-7200U CPU @ 2.50GHz
RAM 8,00 Go 4,00 Go

System type 64-bit operating system, x64 processor 64-bit operating system, x64 processor

Edition Windows 10 Famille Windows 10 Famille

4.2.1. Programming language

In this study, we used the Python language, which is detailed as follows:

A. Python

Python is a versatile high-level programming language known for its simplicity,

readability, and clear syntax, which allows developers to express concepts in fewer lines of

code compared to other languages. It supports multiple programming paradigms, including

procedural, object-oriented, and functional programming, providing flexibility for various

applications. Moreover, Python features an extensive standard library alongside a robust




Chapter 4  Implementation

ecosystem of third-party packages such as NumPy, Pandas, and TensorFlow, which extend its
capabilities to fields like data analysis, machine learning, and artificial intelligence. This
combination of ease of use, flexibility, and powerful libraries has established Python as one of

the most popular programming languages in both academia and industry [RSM19] [IDH21].
B. Google Colaboratory

Google Colaboratory (Colab) is a cloud-based platform that provides a free, GPU-
accelerated environment to facilitate machine learning research. It is built on Jupyter
Notebooks and allows users to run Python code in a browser with integration to Google Drive
for data storage. Colab comes pre-installed with key libraries such as TensorFlow, Keras, and
PyTorch, eliminating the need for manual setup. It also offers a powerful NVIDIA Tesla K80
GPU to accelerate model training. Despite some resource limitations, Colab remains an
effective tool for performing high-performance computing tasks without local infrastructure
[CDN18].

C. Visual Studio Code

Visual Studio Code (VS Code) is a lightweight, open-source code editor developed by
Microsoft that supports multiple programming languages, including Python, C++, and
JavaScript. Designed for flexibility and performance, it offers a rich set of features such as
intelligent code completion (IntelliSense), debugging tools, version control integration (Git),
and a vast extension marketplace. VS Code is cross-platform, running on Windows, macQOS,
and Linux, and is highly customizable to fit individual development needs. While it does not
provide built-in cloud computing resources like Colab, it is widely used for local development

and seamlessly integrates with external tools and environments. [VSC25]

4.2.2. Libraries

In this project, several important libraries were used to support the development and
implementation of the system. Each library served a specific purpose, as described below:

A. Tensorflow

TensorFlow is a widely used open-source library for machine learning and deep learning.
It offers powerful tools for building, training, and deploying neural network models. Its

flexibility makes it suitable for a range of applications, including image recognition, natural
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language processing, and more. It supports both training models and performing inference on
them efficiently [TFD24].

B. Keras

Keras is a high-level API built in Python for constructing and experimenting with
neural networks. It is known for being user-friendly and modular, allowing researchers and
developers to quickly design and test deep learning models. Keras works seamlessly with

TensorFlow, making model building more accessible JKER25].
C. Mediapipe

MediaPipe is a cross-platform framework developed for building multimedia machine
learning pipelines. It’s especially useful for real-time applications involving video or audio
data. MediaPipe is commonly used for tasks such as hand tracking, face detection, and object

tracking, due to its efficiency and accuracy [MED25].
D. NumPy

NumPy is an essential library for scientific computing in Python. It provides support for
multi-dimensional arrays and a wide range of mathematical functions to perform efficient
computations. NumPy is widely used in data analysis, simulations, and machine learning, and

serves as a core dependency for many other scientific [NMP24].
E. Tkinter

Tkinter is the standard GUI toolkit for Python, used to create graphical user interfaces. It
allows developers to design interactive windows, buttons, labels, and other components
easily. Its simplicity and cross-platform compatibility make it ideal for building basic GUI
applications [PYD24].

F. PIL (Python Imaging Library)

The Python Imaging Library, or PIL, provides functionality for opening, manipulating,
and saving many different image formats. It is particularly useful for basic image processing

tasks and offers efficient tools for handling pixel-level image data [PIL24].
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G. Moviepy

MoviePy is a Python library for video editing. It allows for tasks such as trimming,
combining clips, adding text, creating transitions, and generating video effects. It supports
most common video formats and can also be used to generate GIFs. MoviePy is suitable for

both simple and complex video processing tasks [MOV24].
H. CAMeL Tools

CAMeL Tools is an open-source NLP toolkit designed specifically for Arabic. It offers
features such as morphological analysis, and grammar correction. In this project, it was used
to analyze and correct the grammatical structure of Arabic sentences after generation,

significantly enhancing output fluency [HAB20].
I. Arabic Spellcheckers

Various Arabic spellchecking tools were integrated to detect and correct spelling errors
in real time during user input. These tools offered word suggestions while typing and

supported grammar correction tools in maintaining high linguistic quality at the word level.
J. LanguageTool

LanguageTool is an open-source grammar and spell checker that supports multiple
languages, including English. In this work, it was used to automatically identify and fix
grammatical and typographical errors in English translations, improving clarity and
correctness [NABO3].

K. Natural Language Toolkit

NLTK is a widely used Python library for English NLP tasks. It was applied for basic
word-level operations such as tokenization, spellchecking, and preprocessing, helping to

validate and refine English sentence construction [BKLO09].

4.3.System overview

This section is dedicated to presenting the interfaces of our system HandSay and the
function of each. Our system includes three different interfaces, starting with the first
interface that appears when the application is launched. This interface allows the user to select

the sign language they want to work with, either Arabic or American. After selecting the sign
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language, the user is directed to the main interface dedicated to translating the chosen sign

language, which contains all the necessary features and functions.

HandSay

Select sign language to begin

H University 8 May 1945 - Guelma Developed by: Chihaoui A. - Bouchama H.
% j Computer Science Department Supervisor: Dr. Bouressace

Figure 4-1 Home page of our system.

After the sign language is selected, the basic interface shown in the image below

appears.

{ HandSay - aaiall 8)La)l as) ayis - @a X

%HandSay 2 [ (an) [ @ ey 2 see
A a%asll

el i) bl

Figure 4-2 Basic interface of our system.
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The main modules of our application's interface are structured into four functional phases,

each serving a distinct purpose:

Open Image: Allows the user to load an image containing a sign for analysis.
Start Camera: Starts the live camera stream to detect hand signs in real time.
Stop Camera: Stops the live camera stream whenever the user wants.

Enable Landmark: Displays detected hand landmarks on thescreen for
Enable Box: Draws bounding boxes around detected hand regions

S A

Enable Spell Checking: Automatically corrects spelling errors in the

Recognized text.

7. Display Grammar Correction: Highlights grammatical errors and suggests fixes
using built-in NLP tools.

8. Speaking Avatar: Uses a virtual avatar to speak the translated text, giving both

Audio and visual feedback to the user.
4.4.Usage scenario

This section presents the user journey within the Handsay system, starting from launching
the application and concluding with the final spoken translation of detected signs. The system
is designed to offer a seamless and intuitive experience, guiding users through each phase
with minimal effort while ensuring accurate and meaningful translations. Upon opening the
application, the user first selects the appropriate sign language from the home interface, as
previously described in Section 4.1. This selection leads to the main interface, where all
essential translation tools are readily available. The journey begins with the user choosing the
input method, either by uploading an image containing a sign or by activating the camera for
live video capture. As illustrated in Figure 4-3 , when the live camera option is selected, the
system enters real-time translation mode, automatically initiating sign detection and

translation as the camera feed begins.
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Figure 4-3 Input interface activating the live camera (detecting the letter "sheen™ in real-time).

Once the input source is activated, the system transitions to the detection phase. The user

is now able to activate the detection tools, which become available automatically. These tools

use MediaPipe to detect hand landmarks and bounding boxes, enabling the system to

precisely analyze the performed sign. As shown in Figure 4-4 and Figure 4-5, the interface

highlights the critical hand regions to enhance detection accuracy.

¢ HandSay - Advanced Sign Language Translator

\uu HandSay
-

Basic Control
& Open image

& Start Camera

Detection Phase

9 Disable Landmark

{[JoisableBox |

Text Checks
Z Enable Spell Check

&4 Enable Grammar Check

Interpretation Phase

% Speak [2] Repeat
Data

Detected Character

Image Translation

w

Word Suggestions

Language English (en) *| @ Settings

(] x

? Help

Text to Sign Language

Enter text here

Figure 4-4 Detection of ASL hand landmarks and bounding box using MediaPipe.
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Figure 4-5 Detection of hand landmarks and bounding box using MediaPipe.

Following successful detection, the recognized sign is converted into text and displayed
beneath the video area. At this point, the user enters the refinement phase, where integrated
language tools help polish the output. The system suggests context-aware word alternatives
and corrections as the user interacts with the text. This dynamic interaction ensures the
translation is not only technically correct but also semantically appropriate. As seen in Figure
4-6 and Figure 4-7, users can engage with spelling suggestions in real-time via the “Enable

Spell Checking” feature.

3 il 4ad 3

@ A

el sl g [ S R g

Figure 4-6 Real-time output display with word suggestions and spelling correction tools.
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Real-time Translation

Word Suggestions: I love " lover II lovage

Figure 4-7 Real-time output display with American word suggestions.

In addition, the system includes grammar enhancement functionalities. As illustrated in
Figure 4-8 and Figure 4-9, the system automatically detects and highlights grammar and
syntax issues in the translated sentence. Users can review these suggestions and choose

whether to apply them, ensuring the final output is grammatically sound and clearly
expressed.

il il § o=l aclgill uzni = O

Al el
el il
Gl (J a0 sl an el i

30l il cad g

CMJ] i Ca.aaﬂ !
e VT caadl jadl)
3Ll | gaalil | gad ¢Y 58, IS a4
Cpphoddl Ay Aealall b estl) Brie
o g—- | %, e

Figure 4-8 Exemples of Output text with grammar and spell checking tools.
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{ Grammar Correction = O X { Grammar Correction § Grammar Correction — O X
Original Text Original Text Original Text
iis happy] i hav three book i lik you
Corrected Text Corrected Text Corrected Text
i am happy. i have three books. i like you.
% Close o X Close X Close Apply Correction

Figure 4-9 Examples of Output text in American English with grammar and spell checking tools.

Once the text has been refined, the final translation is presented in an interpretive,
multimodal format. The system enters the interpretation phase, where a speaking avatar reads
the translated sentence aloud. This avatar is synchronized to animate realistic lip movements
in real-time, enhancing accessibility for users who benefit from both visual and auditory
feedback. As demonstrated in Figure 4-14, this feature brings the translation to life through

interactive voice and lip-sync animation.

© Ll asy e

Figure 4-10 Speaking avatar reading the translated sentence with synchronized lip movement.
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Furthermore, Handsay includes a text-to-sign visualization feature. When a user types a
word, the system displays each of its letters sequentially in sign language to form the
complete word. This is particularly useful for spelling practice and educational reinforcement.
An example is shown in Figure 4-11, where the system spells out the word "Ahlan" (3wi) letter
by letter in sign language. In another example, as shown in Figure 4-12, the system spells the
word 'Hello' letter by letter using sign language.

LU 4 (ar) 3 @ sy P sole

{ 5Lyl as) yoyc - [a] X
il path

B died 4

Figure 4-11 Sequential letter visualization to form the full word in sign language.

/ Sign Language Display = m] X
Original Text
Hello

Close

Figure 4-12 Sequential letter visualization to form the full word in American Sign Language.
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At the top of the application interface, three key buttons provide quick access to

essential customization and guidance features, as shown in Figure 4-13.

4alll [a el (ar) | @ ey P ol

Figure 4-13 Top bar settings: language selection, help menu, and sign language preferences.

1. Help Button: This button opens a comprehensive help section containing detailed usage
instructions, step-by-step guidance, and tips to assist users in navigating the application
and utilizing its full functionality.

2. Interface Language Button: Allows users to switch the application interface language
between Arabic and English, offering a bilingual experience to accommodate different
user preferences.

3. Settings Button: Provides access to two critical customization options:

A. Sign Language Selection: Users can choose the target sign language for
recognition, selecting either Arabic Sign Language or American Sign Language
(ASL) depending on their needs.

B. Model Selection: Users can select the detection model to be used during
translation. Available options include YOLOv8, CNN, and CNN MobileNetV2,
allowing the user to adapt the system’s performance and accuracy based on

available resources or preferences.

As shown in Figure 4-14, the settings window offers a simple and clear interface  for

configuring both the sign language and the detection model.
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Figure 4-14 Settings interface showing options for model selection and sign language configuration.

This scenario illustrates how the system delivers a cohesive and flexible user experience—
combining ease of input, accurate analysis, and clear, interpretable output. The same steps and
features demonstrated for Arabic Sign Language have also been applied to support English
Sign Language, ensuring a consistent and inclusive translation experience across both

languages.

4.5.Model Performance and Analysis

In this section, we present the results across three main areas: result presentation,
analysis, and a comparison between the models we used and other related works with similar
characteristics. Due to the limitations of the available dataset and the computational
constraints, we focused exclusively on alphabet letters in both Arabic and English, rather than
using predefined words. This approach offered greater flexibility, allowing users to construct
any sentence by combining individual letters. It reflects both the nature of the dataset and the

capabilities of our system during development.Model Results.
4.5.1. Model Results

Here, we present the results of each Arabic and American Sign Language recognition
model. To evaluate the performance of these models, we use standard metrics derived from

the confusion matrix, which is composed of four components:
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e True Positives (TP): The model correctly predicts a label that is present in the ground
truth.

e True negatives (TN): The model correctly ignores a label that is not present in the
ground truth.

e False positives (FP): The model incorrectly predicts a label that is not present in the
ground truth.

e False negatives (FN): The model fails to predict a label that is actually present in the
ground truth.

These metrics can be presented as the following:

Accuracy: Accuracy measures the proportion of total correct predictions (both true
positives and true negatives) to the overall number of predictions. A higher accuracy

indicates better overall model performance:

TP+TN

Accuracy = ——
y TP+TV+FP+FN

(1)

Precision: Precision evaluates the proportion of correctly predicted positive instances out
of all instances that the model predicted as positive. It reflects the model’s ability to avoid

false positives :

TP
TP+FP

Precition =

(@)

Recall: Recall (also known as sensitivity or true positive rate) measures the proportion of
correctly predicted positive instances out of all actual positive instances. It evaluates the

model’s ability to capture all relevant cases:

TN
TN+FP

Recall =

3)

F1 score: The F1 score is the harmonic mean of precision and recall. It is particularly
useful in cases of class imbalance, as it provides a single score that balances both false

positives and false negatives:

PrecisionXRecall
F1score =2 X ()

Precision+Recall

Mean Average Precision (mAP): is a key metric used to evaluate the performance of

computer vision models. It is calculated as the mean of the Average Precision (AP) values
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across all classes within a model. mAP allows for effective comparison between different
models on the same task or between various versions of the same model. The value of
mAP ranges from 0 to 1, with higher values indicating better performance in object

detection or classification tasks.

Loss: The loss function quantifies how well or poorly a model's predictions align with the
actual outcomes. It measures the discrepancy between the predicted values and the true
labels. In most machine learning algorithms, the objective is to minimize this loss during

the training phase, thereby enhancing the model’s predictive accuracy over time.

In this study, the model was trained on multiple distinct classes. To evaluate its performance,
we employed the confusion matrix, which provides a detailed representation of the model’s
ability to distinguish between different classes. It reports the number of true positives, true
negatives, false positives, and false negatives for each class, offering insight into the model’s

classification accuracy.

A. Arabic sign results

a) YOLOv8 model

Using the YOLOvV8 model for comparison purposes, we achieved the following results,
based on the ArSL21L dataset [AS21], where the matrix of the 32 letters is presented in
Figure 4-15.

Figure 4-15 Result of Confusion Matrix of our algorithm.

The training result of this model is shown in Figure 4-16 and Table 4-2.

Table 4-2 the training result statistics of Arabic sign language Yolov8.

Figure 4-16 The training results of YOLOVS.
b) CNN1 (MobileNet) model

The model demonstrated strong performance,
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(a) Accuracy curve (b) Training loss curve

Figure 4-17. Accuracy and training loss Curve of CNN1 model.

Below, we show the confusion matrix (see Figure 4-18) for our model that displays the

true label compared to the predicted label shown in the figure below:

Figure 4-18 Confusion Matrix of CNN1 model.

c) CNN-LSTM

This experiment evaluated a CNN+LSTM model using sequences

(a) Accuracy curve (b) Training loss curve

Figure 4-19 Accuracy and training loss Curve of CNN+LSTM model.

d) CNN (Resnet)
The dataset (Arabic Sign Language Detection) [AS21],

Figure 4-20 Result of Confusion Matrix of our algorithm.

B. American results

a) YOLOv8 model

Using the YOLOvV8 model for comparison purposes, we achieved the following results,
based on the ASL dataset [MSK24], where the matrix of the 26 letters is presented in Figure
4-21.

Figure 4-21 Result of Confusion Matrix of our algorithm.

The training result of this model is shown in Figure 4-22 and Table 4-3.
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Table 4-3 the training result statistics of American Sign Language Yolov8.

Figure 4-22 The training results of YOLOVS.

b) CNN1 (MobileNet) model

This section aims to analyze the model’s performance based on the loss and accuracy curves

shown in Figure 4-23.

Figure 4-23 Accuracy and training loss Curve of MobileNet model.

In Figure 4-24, we show the confusion matrix for our model that displays the true label

compared to the predicted label shown in the figure below:

Figure 4-24 Confusion Matrix of MobileNet model.
c) CNN2 model

This section aims to analyze the model’s performance based on the loss and accuracy

curves shown in Figure (4-25).

Figure 4-25 Accuracy and training loss Curve of CNN2 model.

Below, we show the confusion matrix for our model that displays the true label compared

to the predicted label shown in the figure below:

Figure 4-26 Confusion Matrix of CNN2 model.
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4.6. Result discussion

This section presents a comparison of the performance of our proposed models with related
works, specifically focusing on Arabic and English sign language recognition using CNN,
YOLO, and CNN+LSTM architectures. All models are trained and evaluated using static

images only, without any video sequences.

4.6.1. Comparative Results

This section presents a comparative evaluation of the performance of the models we
implemented for Arabic and American Sign Language recognition tasks.

4.6.2. Challenges We Faced

e Scarcity of Arabic Sign Language Datasets We encountered difficulty in obtaining
high-quality Arabic sign language datasets that are diverse in terms of background,

lighting, and camera angles. This lack of diversity limited the models' ability to generalize

4.6.3. Future Steps

We have already started building a custom dataset that includes Individual letters,
Expanding the project to cover sign languages across the Maghreb region, in order to
promote greater accessibility and inclusion for the hearing-impaired community in North
Africa.

4.7. Conclusion

In this chapter, we presented the implementation details of our system for hand detection
and sign language recognition in both Arabic and American Sign Language. The system
supports two independent modes: real-time translation, where users perform gestures in front
of the camera for immediate recognition using Mediapipe and deep learning models (CNN,
LSTM, YOLOVS, and a hybrid CNN-LSTM); and static image translation, where users can
upload an image of a hand sign to be processed separately. Experimental results showed high

accuracy in both scenarios, confirming the effectiveness of the proposed system.
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General Conclusion

The field of sign language recognition has seen significant advancements, particularly in
English sign language, where rich and well-structured datasets have enabled the training of
accurate and effective models. In contrast, Arabic sign language still suffers from a noticeable
lack of advanced research and resources, especially in recognizing full words and sentences,
which presents a real challenge to developing systems capable of supporting comprehensive
communication in Arabic. In this project, a system was designed to enable real-time
recognition of alphabet signs in both English and Arabic, allowing users to form words on the
fly through a sequence of hand gestures. To achieve this, four deep learning-based models
were developed: a YOLOV8 model for detecting static signs in real time, known for its fast
and accurate performance; a Convolutional Neural Network (CNN) model; and a hybrid
model combining both CNN and LSTM, which achieved the best performance due to its
ability to capture both spatial and temporal features of the signs. These models were primarily
trained using English sign language datasets to ensure high accuracy, and their effectiveness
was also partially tested on Arabic letter data, which showed promising results during the
initial stages of translation. Despite the limited resources available for Arabic sign language,
the system demonstrated strong performance in detection, classification, and speed, making it
a practical and efficient tool for supporting communication for individuals with hearing
impairments. As future work, a custom Arabic Sign Language dataset is already being
developed, including static images of isolated letters and video recordings of commonly used
words, with multiple samples collected per class to represent realistic variations in sign
performance. This dataset is expected to improve the system’s ability to provide accurate and
real-time translation of Arabic Sign Language at both word and sentence levels. There are
also plans to expand the system to support Algerian Sign Language (LSA) by developing a
specialized dataset that reflects regional dialects and local signs used across Algeria.
Additionally, the system’s English Sign Language capabilities are being extended to ensure
usability in multilingual environments and enhance inclusivity in various educational and

communicative contexts.
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