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Résumé:

L’¢lectricité constitue un levier fondamental du développement sur tous les niveaux
économiques, industriels et social. La fiabilité et la qualité du service électrique est plus qu’une
nécessité. Elle peut étre atteinte a travers I’optimisation de la reconfiguration des réseaux de
distribution qui sont confronté a plusieurs problémes. Pour résoudre ses problémes plusieurs
méthodes ont été¢ développées entre autre 1’algorithme NSGA-II (Non-dominated Sorting
Genetic Algorithm II). Ce dernier s’est distingué pour sa capacité a traiter efficacement les
problémes multi-objectifs complexes. Ce travail vise a contribuer a la gestion intelligente des
réseaux de distribution, en fournissant une méthode efficace et adaptable pour réduire les pertes,
améliorer la stabilité du réseau et favoriser 1’intégration de ressources décentralisées. Dans ce
travail, nous proposons une approche d’optimisation multi-objectif fondée sur NSGA-II,
appliquée a la reconfiguration du réseau de distribution IEEE-33 bus, avec et sans compensation
réactive par 1’ajout de condensateurs. L objectif est de comparer différentes configurations du
réseau en termes de pertes actives, de profil de tension, et de respect des contraintes
opérationnelles, afin d’identifier les stratégies les plus efficaces pour améliorer la performance
du systeme, Les paramétres d'application de I'algorithme NSGA II pour résoudre le probléme
de la reconfiguration du réseau de distribution afin d'obtenir une configuration optimale sont

les suivants : Taille de la population p =150, Nombre d'itérations n = 50, Taux de mutation

7= 0.05. Les résultats ont montré que la reconfiguration seule permet une réduction importante
des pertes actives, en plus, I’intégration de la compensation réactive permet d’atteindre une
réduction encore plus significative des pertes. En parallele, le profil de tension est
considérablement améliore, satisfaisant ainsi les exigences de qualité de service. Ces résultats
confirment I’efficacité de I’approche multi-objectif basée sur NSGA-II pour la reconfiguration

intelligente des réseaux de distribution.
Mots-clés :

L’optimisation, reconfiguration, réseau de distribution IEEE-33 bus, 1'algorithme NSGA II



Abstract

Abstract

Electricity is a fundamental lever for development at all economic, industrial and social levels.
The reliability and quality of electrical service is more than a necessity. It can be achieved
through the optimization of the reconfiguration of distribution networks which are facing
several problems. To solve these problems several methods have been developed including the
NSGA-II algorithm (Non-dominated Sorting Genetic Algorithm II). The NSGA-II has been
distinguished for its ability to deal efficiently with complex multi-objective problems. This
work aims to contribute to the intelligent management of distribution networks, by providing
an efficient and adaptable method to reduce losses, improve network stability and promote the
integration of decentralized resources. In this work, we propose a multi-objective optimization
approach based on NSGA-II, applied to the reconfiguration of the IEEE-33 bus distribution
network, with and without reactive compensation by the addition of capacitors. The objective
is to compare different network configurations in terms of active losses, voltage profile, and
compliance with operational constraints, in order to identify the most effective strategies for
improving system performance. The application parameters of the NSGA-II algorithm to solve
the distribution network reconfiguration problem to obtain an optimal configuration are as
follows: Population size p = 150, Number of iterations n = 50, Mutation rate t = 0.05. The
results showed that reconfiguration alone achieves a significant reduction in active losses;
additionally, the integration of reactive compensation achieves an even more significant loss
reduction. At the same time, the voltage profile is significantly improved, thus meeting quality
of service requirements. These results confirm the effectiveness of the NSGA-II-based multi-

objective approach for intelligent distribution network reconfiguration.
Key words

Optimisation, reconfiguration, IEEE-33 bus distribution network, NSGA-II algorithm
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Introduction générale

L’¢lectricité constitue aujourd’hui un levier fondamental du développement
économique, industriel et social. De la production a la consommation, en passant par le
transport et la distribution, elle repose sur un réseau électrique complexe, hiérarchisé et
interconnecté, congu pour fournir une énergie fiable, continue et de qualité. Avec 1’évolution
des besoins énergétiques, des technologies de communication et des préoccupations
environnementales, ce réseau connait de profondes transformations, notamment par
I’intégration de sources d’énergie renouvelables et I’émergence des systémes décentralisés
intelligents.

Dans ce contexte, les réseaux de distribution jouent un role crucial en tant qu’interface
entre le réseau de transport et les utilisateurs finaux. Ces réseaux, historiquement congus de
manicre radiale et passive, doivent désormais faire face a de nouveaux défis tels que : la
variabilité de la production locale, la congestion des lignes, la stabilité de tension et les pertes
d’énergie. Pour répondre a ces enjeux, des stratégies avancées de gestion et d’optimisation du
réseau sont nécessaires, en particulier la reconfiguration dynamique de la topologie et
I’injection de puissance réactive a des emplacements stratégiques.

L’analyse de 1’écoulement de puissance constitue une étape fondamentale pour évaluer

le comportement du réseau dans ses différentes configurations. Elle permet de déterminer les
grandeurs électriques essentielles (tensions, puissances, courants), d’identifier les zones
critiques, et de tester I’impact de mesures correctives ou préventives. Dans les réseaux de
distribution, cette analyse est rendue plus complexe par la structure radiale, la forte impédance
des lignes, et la multiplication des générateurs d’énergie distribuée (GED).
Face a ces problématiques, les méthodes d’optimisation classiques se révelent souvent
insuffisantes, notamment en présence de modeles non linéaires, multi-objectifs, et a contraintes
multiples. C’est pourquoi les métaheuristiques, notamment les algorithmes inspirés de la nature,
se sont imposées comme des outils puissants et adaptatifs. Parmi elles, I’algorithme NSGA-II
(Non-dominated Sorting Genetic Algorithm II) s’est distingué pour sa capacité a traiter
efficacement les problémes multi-objectifs complexes et a générer des solutions non dominées
constituant un front de Pareto pertinent pour la prise de décision.

Dans ce mémoire, nous proposons une approche d’optimisation multi-objectif fondée
sur NSGA-II, appliquée a la reconfiguration du réseau de distribution IEEE-33 bus, avec et sans
compensation réactive par 1’ajout de condensateurs. L’objectif est de comparer différentes

configurations du réseau en termes de pertes actives, de profil de tension, et de respect des
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contraintes opérationnelles, afin d’identifier les stratégies les plus efficaces pour améliorer la
performance du systéme.

La structure du mémoire est organisée comme suit :
Le chapitre 1 présente le fonctionnement global du réseau électrique, ses composants, et les
enjeux liés aux réseaux de distribution.
Le chapitre 2 est consacré aux principes de I’écoulement de puissance et aux méthodes de calcul
utilisées dans les réseaux de distribution.
Le chapitre 3 introduit les concepts de I’optimisation, des heuristiques et des métaheuristiques,
avec un focus sur ’algorithme NSGA-IIL.
Le chapitre 4 décrit I’application de NSGA-II sur le réseau IEEE-33 bus, en analysant les
résultats obtenus dans différents scénarios, avec une comparaison entre reconfiguration seule et
reconfiguration avec compensation.

Ce travail vise ainsi a contribuer a la gestion intelligente des réseaux de distribution, en
fournissant une méthode efficace et adaptable pour réduire les pertes, améliorer la stabilité du

réseau et favoriser 1’intégration de ressources décentralisées.
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Chapitre I : Généralités sur le Réseau Electrique

I.1. Introduction

L’¢lectricité est devenue un pilier fondamental du développement économique et social.
Sa production, son transport et sa distribution reposent sur un réseau €lectrique complexe
et interconnecté, congu pour assurer une alimentation fiable, continue et de qualité. Ce
réseau a considérablement évolué au fil des décennies, passant de structures centralisées a
des systémes de plus en plus décentralisés, intégrant des technologies intelligentes et des
sources d’énergie renouvelables. Dans ce chapitre, nous présentons les principales
caractéristiques du réseau électrique, son évolution, son mode de fonctionnement, les

spécificités des réseaux de distribution, ainsi que la problématique de leur reconfiguration.
I.2. Evolution du réseau électrique

A Iorigine, les réseaux électriques étaient centrés sur une production centralisée a partir
de grandes centrales thermiques ou hydroélectriques, avec une structure de réseau
hiérarchisée et unidirectionnelle (de la production vers la consommation). Cette approche a
permis une mutualisation efficace des ressources, mais elle présentait peu de souplesse face
aux perturbations et une faible intégration des énergies renouvelables.

L’évolution du secteur énergétique, marquée par des impératifs environnementaux,
économiques et technologiques, a conduit a la transformation progressive du réseau
¢lectrique :

e Introduction des énergies renouvelables : photovoltaique, éolien, biomasse, etc.,
souvent connectées directement au réseau de distribution.

e Décentralisation de la production : développement de la production décentralisée
ou locale (GED : générateurs d’énergie distribuée).

e Numérisation et automatisation : émergence des réseaux intelligents (Smart
Grids), dotés de capacités de communication et de traitement de données en temps
réel.

e Participation active des consommateurs : apparition des prosommateurs
(producteurs-consommateurs), stockage domestique, gestion active de la demande.

Ces changements ont profondément modifi¢ la structure et la gestion des réseaux,

nécessitant une nouvelle approche en matiere de planification et d’exploitation.

I.3. Fonctionnement des systémes électriques

Un systeme électrique fonctionne selon trois fonctions principales :

1.3.1. Production
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Elle correspond a la conversion d’une forme d’énergie primaire (chimique, hydraulique,
solaire, €olienne, etc.) en énergie électrique. Les centrales sont classées selon leur capacité,
leur source d’énergie et leur localisation (centralisée ou décentralisée).

1.3.2. Transport

Le transport de 1’¢lectricité s’effectue sous haute ou trés haute tension afin de limiter les
pertes sur de longues distances. Il relie les centres de production aux grandes zones de
consommation a travers un réseau maillé controlé par des opérateurs de transport.

1.3.3. Distribution

C’est la derniere étape du systeme électrique. Elle consiste a acheminer 1’¢lectricité des
postes de transformation aux utilisateurs finaux via des lignes moyenne et basse tension.
C’est a ce niveau que se concentrent aujourd’hui les principales évolutions, avec
I’intégration croissante de la production distribuée, des véhicules électriques et des

dispositifs de stockage.

1.4. Les réseaux de distribution

I.4.1. Caractéristiques techniques générales

Les réseaux de distribution constituent l'infrastructure la plus importante du systeme
électrique car c’est I’interface finale qui mene a la plupart des clients. Ils sont exploités dans
des gammes de tensions inférieures a 50 kV, soit le domaine de la HTA et de la BT. En Algérie,
la tension nominale des réseaux de distribution HTA est de 10 kV et 30 kV. Ces niveaux de
tension permettent un bon compromis pour limiter les chutes de tension, minimiser le nombre
de postes source (poste de connexion HTB/HTA) et réduire les contraintes inhérentes aux
hautes tensions (colts des investissements, protection des biens et des personnes) [1].

Les réseaux de distribution sont, dans la tres grande majorité des cas, exploités de maniére
radiale. Cette structure simplifie notamment le systéme de protections puisque le transit de
puissance se fait de maniere unilatérale du poste source (HTB/HTA) vers les postes HTA/BT
et les consommateurs finaux pour la détection et I'élimination rapide des défauts et permet
facilement d’assurer la maintenance du réseau, ainsi que le comptage de I'énergie aux postes
sources. Des schémas d'exploitation de secours entre postes sources sont bien entendu prévus
et permettent de minimiser le nombre de clients coupés en cas de défaillances.

1.4.2 Schémas d’exploitations

1.4.2.1. Poste source HTB/HTA

Les réseaux de distribution sont alimentés par un poste source HTB/HTA constitué en

phase initiale d'un transformateur alimenté par une arrivée HTB (HT1) et alimentant lui-méme

4
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un ou deux jeux de barres (fig. I1.1.a). En seconde phase, avec l'augmentation des charges a
desservir, un deuxiéme transformateur est ajouté formant avec le premier un groupe appelés
transformateurs demi-rame et c6té HTA, un autre jeu de barres alimente les différents départs
du réseau de distribution. Les transformateurs fonctionnent en régime radial mais en cas de
défaillances, il est possible d’isoler un des transformateurs et de répartir la charge sur celui qui
reste sans dépasser en régime nominal normalement 50% de sa capacité maximale (fig. 1.1.b).
Le poste est généralement raccordé a une deuxiéme arrivée HTB (HT2) appelée «garantie
ligne”. En phase finale, un troisieme transformateur et quelquefois plus est ajouté en double
attache (fig. 1.1.c). Les départs HTA sont regroupés par demi-rame en fonction de leur nature
(aérien ou souterrain) et de la similarité de leur courbe de charge, c'est-a-dire du type de clients

raccordés [1].

HT1 HT1 HT2

I i‘ ;
Jl lwl ] J.W

LT LT

i
| !

1
%i
)
S S S S J.

BRRRREREE R

¢/ Phase finale

T2

Figure 1.1 : Schéma de principe des postes sources HTB/HTA
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1.4.2.2. Lignes et départ HTA

En milieu rural de faible densité, les réseaux de distribution sont principalement
constitués de lignes aériennes en simple dérivation (fig. 1.2), traditionnellement moins
couteuses que les cables enterrés. Le dimensionnement du réseau est 1ié¢ aux chutes de tension
maximales admissibles en raison de 1'¢loignement des charges a desservir. La tension décroit

progressivement en fonction de l'impédance des cables et des charges (fig. 1.3) [2].

Sour-::el T " T o

HTA | L é

NF NF NF

Figure 1.2 : Schéma simple dérivation

NF et NO sont respectivement interrupteur normalement fermé et interrupteur normalement
ouvert.

Tension /p.u
L

1.05

v

Poste source d

Figure 1.3 : Variation de la tension le long d’un départ HTA
Les réseaux de distribution en zones urbaines ou mixtes de forte densité de charge sont
constitués principalement par des cables HTA enterrés en double dérivation (fig. 1.4) ou en
coupure d'artére (fig. 1.5) moins sensibles aux chutes de tension a cause de leur capacité

homopolaire et de leur plus petite longueur. Le facteur impactant sur le dimensionnement des
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ouvrages souterrains est le courant maximum admissible dans les cables du fait de la forte

densité de charges a alimenter [2].

NO‘?K NF NO M NF
Source T' ? CT

HTA J, Cs

NO NF NOV W NF NO ;u NF

Figure 1.4 : Schéma de double dérivation

NF NF NF NF

Source| 71 T | Source

i J’ lL tLN'D NFE NF | "

00—

s
Nr\g NF NF

Figure L.5 : Schéma de coupure d’artere

CT et CS sont respectivement cable de travail et cable de secours permettant de garantir la
continuité du service en cas du défaut.

I.5. Régulation de la tension dans les réseaux de distribution

La régulation de la tension est une fonction essentielle pour garantir la qualit¢ de
l'alimentation électrique dans les réseaux de distribution. Contrairement aux réseaux de
transport, les réseaux de distribution sont souvent moins instrumentés (peu de capteurs installés)
et les gestionnaires disposent de moins d’informations en temps réel sur 1’état de leur réseau.
Cela rend la régulation plus délicate, en particulier dans un contexte ou la production
décentralisée (solaire, €éolien, etc.) devient de plus en plus présente et introduit une variabilité
accrue.

Dans les réseaux traditionnels, le gestionnaire agit principalement sur :

7
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v' le régleur en charge du transformateur HTB/HTA pour ajuster la tension au jeu de
barres moyenne tension (HTA),
v’ et les bancs de condensateurs installés au poste source pour compenser la puissance
réactive et limiter la chute de tension dans le transformateur.
Toutefois, une régulation fine de la tension sur I’ensemble du réseau nécessite des dispositifs
de mesure distribués et des moyens de réglage installés le long des départs. C’est pourquoi les
travaux actuels s’orientent vers I’estimation d’état et la régulation décentralisée, dans le cadre
du développement des réseaux de distribution intelligents (smart grids).

I.5.1. Le régleur en charge au transformateur HTB/HTA
Le régleur en charge (OLTC - On-Load Tap Changer) est un dispositif

¢lectromécanique intégré au transformateur HTB/HTA permettant de modifier le rapport de
transformation en service, c’est-a-dire sans interrompre I’alimentation. Il ajuste la tension
secondaire en ajoutant ou en retranchant des spires a 1’enroulement haute tension.
Ce systeme est le principal levier de régulation de la tension en HTA. Typiquement, un régleur
en charge dispose de 17 positions (8 a la hausse, 8 a la baisse, et 1 position neutre), avec un pas
de réglage de 0.625 %, ce qui permet d’ajuster la tension dans une plage de £ 5 % autour de la
valeur nominale.
Le comportement dynamique du régleur suit une logique de temporisation [3] :

v' Le premier changement de prise intervient aprés un retard At: = 60 secondes, pour

éviter les commutations inutiles liées aux fluctuations transitoires,
v’ Si d'autres ajustements sont nécessaires, les prises suivantes peuvent étre modifiées plus

rapidement, avec un retard réduit At = 10 secondes.
Tension

A
U"ll]l

pas de changement
de prise

Ug  [eomomnecaafeerransacshosossarcesasasssmmenssetonaat \ """"""""""""""""
tension
\ mesurée

changement

At< At Aty Aty

» Temps

Figure 1.6 : La dynamique du régleur en charge [3]
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La tension est maintenue dans une plage prédéfinie autour d'une consigne U, :

Umin U< Umax
DB
Unin=U;, —— (L1

2
Unmax = U +=
Ou DB est la plage morte (deadband), et U, la tension de consigne.

Dans certains cas, la régulation peut €tre améliorée par une technique appelée
compoundage de chute de tension (Line Drop Compensation — LDC), qui permet de prendre en
compte la chute de tension le long du départ. Le circuit de compoundage corrige la tension au
jeu de barres HTA en fonction de la charge et de I’impédance du départ, afin de maintenir une
tension plus stable a ’extrémité du réseau. L'expression de la tension au point de régulation Uy
est donnée par [3] :

{UL = UO - I(RLNCOSQ + XLNSinQ)

1.2
Ugev = U —U, (12)

ou Up est la tension au poste source, I le courant de charge, et Rin + jXin I’impédance de la

ligne.
I
;ij“ —_— U
O | R X _|
Prise du régleur @ Point de la
régulation
+I I "

| Délai ,
é T + [ :
i | Plage de bande s R .
5 ‘ SET
] - Xer |
E + |— E
H U, :

Figure 1.7 : La dynamique du régleur en charge [3]
Bien que cette méthode soit efficace, elle est rarement activée en pratique car elle dépend
fortement des caractéristiques précises des charges et des lignes, et une mauvaise configuration
peut dégrader le fonctionnement du réseau. Pour cette raison, la plupart des régleurs en charge
fonctionnent sans compoundage.

1.5.2. Les bancs de condensateurs

Les bancs de condensateurs sont des dispositifs de compensation de puissance réactive,

généralement installés au niveau du poste source. Ils permettent d’injecter de la puissance



Chapitre I : Généralités sur le Réseau Electrique

réactive locale, réduisant ainsi le besoin d’importer de la puissance réactive depuis le réseau
amont, ce qui :

v diminue la chute de tension dans le transformateur,

v améliore le facteur de puissance vis-a-vis du réseau de transport,

v' et réduit les pertes actives dues a la circulation inutile de courant réactif.
La puissance injectée par un condensateur est donnée par :

Qc = QnUZ (1.3)
ou Q. est la puissance réactive injectée (en MVAr), Qn la puissance nominale du banc de
condensateurs, et U. la tension locale en p.u.

Les bancs sont généralement activés en fonction des pointes de charge :

v" enclenchés (état ON) lors des fortes consommations,

v’ déclenchés (état OFF) lorsque la demande est faible.
Le nombre de bancs disponibles est limité (souvent 1 a 3 par jeu de barres) et leur manceuvre
est peu fréquente (souvent une fois par jour), car elle peut générer des surtensions transitoires
et altérer la qualité de 1’énergie. Pour cette raison, les bancs de condensateurs ne sont pas
considérés comme des moyens de pilotage dynamique de la tension, mais plutdot comme des
dispositifs de compensation statique.
En résumé, bien qu’ils jouent un role important dans la régulation globale du réseau, les bancs
de condensateurs ne permettent pas de répondre efficacement aux variations rapides du profil
de tension, notamment celles induites par I’intermittence des sources de production
décentralisée.

1.6. Reconfiguration du réseau de distribution

De nombreux procédés ont été utilisés pour réduire la perte de puissance active dans les
réseaux électriques, par exemple, l'augmentation de la section des conducteurs, le réglage de
prise de transformateur, et I’installation des condensateurs. En dehors de ceux-ci, un
fonctionnement efficace qui peut améliorer la performance des systéemes de distribution est la
reconfiguration du réseau [2].

La plupart des systéemes de distribution électrique fonctionnent dans une configuration
radiale ; ou deux types d’interrupteurs y sont utilisés : interrupteurs de sectionnement qui restent
normalement fermés, et interrupteurs de liaison qui restent normalement ouverts. Il existe
plusieurs systemes opérationnels dans les systéemes de distribution électrique ; I'un d'eux est
« lareconfiguration du réseau de distribution », qui peut minimiser les pertes, améliorer le profil

de tension, et modérer les surcharges dans le réseau.

10
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Il 'ya deux raisons principales pour reconfigurer un réseau de distribution pendant le
fonctionnement normal, éviter la surcharge des branches du réseau et réduire les pertes du
systéeme. En fonction des conditions de charge, la reconfiguration peut étre nécessaire afin
déliminer les surcharges sur les composants spécifiques du systeme, tels que les
transformateurs ou les trongons de ligne. Puisque les conditions de charge dans le systéme
changent, il peut également devenir rentable de reconfigurer de maniére a réduire la puissance
réelle.

Au cours des derniéres années, la reconfiguration du réseau de distribution a été
proclamée comme une méthode pour la réalisation de I'économie de puissance et d'énergie, a
colt pratiquement nul. La tendance actuelle consiste a concevoir des réseaux de distribution
avec une structure du réseau maillé, mais pour les faire fonctionner radialement. Ceci est atteint
par l'installation d'un nombre approprié de branches commutables qui permettent la réalisation
d'une configuration radiale capable d'alimenter toutes les charges dans des conditions normales
ainsi que dans le cas de défaut permanent. Les systemes de distribution sont normalement
configurés radialement pour une coordination efficace de leurs systemes de protection. La
reconfiguration du réseau prend avantages de la structure de distribution spécifique et la nature
diverse de la charge du client. Le but de la reconfiguration du réseau est d’avoir le minimum de

perte possible sous la contrainte de capacité du réseau.
1.7. Conclusion

La gestion efficace de la tension est essentielle pour assurer la fiabilité et la qualité du
service électrique. Dans les réseaux de distribution modernes, cette gestion doit étre dynamique,
intégrée et intelligente, tenant compte de I’évolution des charges, de I’intégration croissante de
la production distribuée, et des exigences opérationnelles. Les solutions de compensation
réactive, les dispositifs de régulation, ainsi que les techniques de reconfiguration jouent un réle

fondamental dans cette mission.
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Chapitre II : Ecoulement de puissance dans les réseaux de distribution

II.1. Introduction

L’analyse de 1I’écoulement de puissance (ou power flow) est une étape cruciale dans
1’¢étude, 1’exploitation et la planification des réseaux électriques. Elle permet de déterminer les
grandeurs électriques (tensions, courants, puissances actives et réactives) en régime permanent,
a partir des données des charges, des générateurs et de la topologie du réseau. Dans les réseaux
de distribution, cette analyse présente des particularités distinctes par rapport aux réseaux de
transport, notamment en raison de leur structure radiale, de I’impédance élevée des lignes et de
la présence croissante de générateurs d’énergie distribuée (GED). Ce chapitre présente les
principes fondamentaux de 1’écoulement de puissance dans les réseaux de distribution, les
méthodes de calcul associées, ainsi que les défis liés a la modernisation de ces réseaux.

I1.2. Objectifs de I’analyse d’écoulement de puissance

L’écoulement de puissance a pour objectifs principaux :

e Calcul des profils de tension sur I’ensemble des nceuds du réseau.
e Détermination des puissances actives et réactives injectées ou absorbées par chaque
branche et chaque nceud.
e Kvaluation des pertes techniques (actives et réactives) dans les lignes.
e Vérification du respect des contraintes opérationnelles, notamment les limites de
tension et de courant.
e Aide a la décision pour la planification et I’optimisation : placement des GEDs,
reconfiguration du réseau, gestion de la charge, etc.
I1.3. Caractéristiques spécifiques des réseaux de distribution
Contrairement aux réseaux de transport, les réseaux de distribution possedent plusieurs
spécificités :
e Structure radiale ou faiblement maillée : 1a topologie du réseau est souvent en arbre,
ce qui facilite I’exploitation mais complique la redondance.
e Impédance élevée des lignes : les résistances sont souvent du méme ordre de grandeur
que les réactances, ce qui influence significativement le profil de tension.
e Charges et productions décentralisées : les flux de puissance peuvent étre
bidirectionnels, en particulier avec I’intégration des énergies renouvelables.
e Grande variabilité des charges et sensibilité accrue aux déséquilibres de tension.

Ces caractéristiques nécessitent des méthodes spécifiques d’analyse et de résolution
adaptées aux réseaux de distribution.

12
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I1.4. Modélisation des composants

La mod¢lisation des composants du réseau électrique est une étape essentielle pour
réaliser des analyses précises, notamment pour les études d’écoulement de puissance, de
reconfiguration, de stabilit¢ ou d’intégration des sources décentralisées. Cette modélisation
repose sur une représentation mathématique des éléments physiques qui composent le réseau.
Dans les réseaux de distribution, les composants principaux sont : les lignes ¢électriques, les
transformateurs, les charges, les sources, et les nceuds.

I1.4.1. Lignes de distribution

Les lignes électriques assurent le transport de 1’énergie entre les différents nceuds du
réseau. Elles sont généralement modélisées par une impédance série représentée sous forme
complexe :

e Rijjest la résistance de la ligne entre les nceuds iii et jjj,
e Xij est la réactance inductive,
e jest’unité imaginaire.
Dans le cas des lignes longues ou souterraines, 1’effet capacitif peut étre pris en compte
a l’aide d’une admittance shunt (n-model). Cependant, dans les réseaux de distribution
moyenne ou basse tension, cet effet est souvent négligé.
I1.4.2. Transformateurs
Les transformateurs assurent la connexion entre les niveaux de tension (ex. HTA/BT).
leur modélisation dépend du niveau de détail souhaité :
e Modéle simplifié : le transformateur est représenté par une impédance série (résistance
et réactance de fuite) :
Zi =R +jX; (I1.2)
e Modéele complet (m ou T) : inclut I'impédance série et les admittances shunt (pertes fer
et courant d’excitation).
Dans les études de reconfiguration, on peut aussi considérer :

e Le rapport de transformation, qui peut étre fixe ou réglable (tap-changing
transformer),

e Les pertes propres du transformateur,

e Les contraintes sur la capacité (charge maximale admissible).

13
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I1.4.3. Charges

Les charges représentent la consommation d’énergie au niveau des clients. Leur
mod¢élisation peut se faire de plusieurs fagons :
a. Modéle constant (P-Q)
Les puissances active et réactive sont supposées constantes, indépendantes de la tension :

S=P+jQ (I1.3)

b. Modéles dynamiques
Utilisés pour les études de stabilité ou d’interaction avec des convertisseurs, ils peuvent inclure
des équations différentielles simulant des moteurs, charges €lectroniques, etc.
I1.4.4. Sources distribuées (GEDs)

Les générateurs distribués (photovoltaiques, éoliennes, groupes diesel, etc.) sont
intégrés au réseau de distribution et modélisés comme suit :
a. Mode¢le P-Q

La GED injecte une puissance active et réactive données :
S§= Pgen +ngen (IL.4)
b. Modéle PV

La GED maintient une puissance active et une tension constante. Le controle de la tension peut

étre assuré par une boucle de régulation locale.

¢. Modeles dynamiques

Utilisés pour simuler les convertisseurs de puissance (onduleurs), avec contrdle de courant,
fréquence, tension, ou puissance.

La modélisation peut aussi intégrer :

e Les limites de puissance (Pmin , Pmax, Qmin, Qmax)
e Le facteur de puissance impos¢,
o Les stratégies de régulation (P-Q fixe, PF constant, voltage droop, etc.).

I1.4.5. Nceuds (Bus)

Chaque nceud représente un point de connexion entre plusieurs composants. Il est caractérisé
par:

e Satension complexe V=[V|£3V

e Letypedenceud:
a. Slack : tension fixée (V, §),
b. PV : puissance active et tension fixées,
c. PQ : puissance active et réactive fixées.

14
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Le choix du type de nceud conditionne le nombre d’équations a résoudre dans 1’analyse
d’écoulement de puissance.
11.4.6. Composants supplémentaires
Selon les études, d’autres éléments peuvent étre modélisés :
e Condensateurs shunt : modélisés comme une injection de puissance réactive Q fixe ou
variable,
e Régulateurs de tension : modifiés dynamiquement le rapport de transformation pour
maintenir une tension cible,
e Interrupteurs (Sectionneurs) : modélisés comme des connexions ouvertes ou fermées
(utiles dans les études de reconfiguration),
e Stockages (batteries) : modélisés comme des charges/générateurs bidirectionnels avec
contraintes d’état de charge (SoC).

I1.5. Méthodes de calcul de I’écoulement de puissance [4]

I1.5.1. Méthodes classiques

e Meéthode de Newton-Raphson : utilisée en transport, peu adaptée aux réseaux radiaux
a forte résistance.
e Méthode de Gauss-Seidel : simple mais convergence lente.

I1.5.2. Méthodes spécifiques aux réseaux de distribution
e ackward/Forward Sweep : méthode itérative bien adaptée aux structures radiales. Elle
consiste a effectuer une phase de rétropropagation (backward) des courants depuis les
charges vers le slack bus, puis une phase de propagation en avant (forward) pour
recalculer les tensions.
e Méthodes basées sur la matrice d’incidence : efficaces pour des réseaux de taille
moyenne.

Dans le cadre de cette étude, nous avons recours a la méthode de Newton Raphson.
I1.6. Méthode de Newton-Raphson

I1.6.1. Formulation de base de I’écoulement de puissance
Le but de I’analyse d’écoulement de puissance est de résoudre les équations de bilan de
puissance en chaque nceud, exprimées comme suit :

Pour chaque nceud iii (sauf le slack) :
Pl' = Vi Z?:l V] (GijCOS(Hl'j) + Bl]sm(HU)) (HS)

Qi = Vi Z?:l V] (Gusm(BU) - BijCOS(Bl'j)) (H6)
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ou:

P;, Q;sont les puissances active et réactive injectées au nceud i,
V;, Visont les tensions aux nceuds i et j,

0;j = 8; — djest la différence de phase entre les nceuds,

Gij, B;j sont les €léments de la matrice d’admittance Vp,s.

ij
11.6.2.1. Principe de l1a méthode Newton-Raphson
La méthode consiste a résoudre le systéme d’équations non linéaires :
fx)=0
ou x est le vecteur des inconnues (angles et tensions), et f(x) est le vecteur des fonctions de
puissance active et réactive.
On linéarise ce systéme autour d’une solution initiale x® en utilisant un développement de
Taylor de premier ordre :
xk+1) — 4 (k) _]—1(x(k))f(x(k))

ou J(x) est la matrice jacobienne, représentant les dérivées partielles de f par rapport aux
inconnues.
I1.6.2.2. Inconnues et équations
§; : angles des tensions pour les bus PQ et PV.
V; : modules de tension pour les bus PQ.
Equations :
Equations de puissance active :

AP; = PSP _ peale
Equations de puissance réactive (seulement pour les bus PQ) :
AQ; = Q" — Q"

Variables du vecteur x :

(Le slack est exclu, car sa tension est imposée).
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I1.6.2.3. Structure de la matrice jacobienne

La matrice jacobienne J est composée de quatre sous-matrices :

oP 0P
J = a6 ov =[H N
20 90| lm L
a6 adv
Avec :
P
H—%,
P
N_E’
_ 9
M_as’
_ 9
L_av'

Chaque terme est obtenu en dérivant les équations de puissance active et réactive par rapport
aux angles et modules de tension.

11.6.2.4. Algorithme de Newton-Raphson [5]

1-Initialisation :

Choisir une valeur initiale pour les angles di (souvent 0), et pour les tensions Vi (souvent 1.0
p.u.).

2-Calcul des puissances Pf4¢, Qf¢ 3

;¢ a partir des valeurs actuelles.

3-Calcul des erreurs :
Api — PiSPGC _ PicalC,AQi — QiSPBC _ lg:alc’

4-Assemblage de la matrice jacobienne J

5-Résolution du systéme linéaire :
JAx = [ﬁg] = Ax =]t [ﬁg
6-Mise a jour des variables :
S*FD) = 50 4 A
v =y 4 Ay
7-Vérification de la convergence (norme de Ax < tolérance)

8-Répétition jusqu’a convergence.
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I1.7. Unité relative

Dans les études de réseaux électriques, et en particulier lors du calcul de I’écoulement

de puissance (power flow), il est courant d’utiliser le systéme d’unités relatives (ou pu per unit,

abrégé p.u.) afin de simplifier les calculs, standardiser les grandeurs et éviter les problémes

d’échelle dans les grandes installations. Cette approche consiste a exprimer toutes les variables

¢lectriques (tension, courant, puissance, impédance, etc.) en fractions de leurs valeurs de base

(appelées valeurs de base), plutdt qu’en unités absolues (V, A, Q, etc.).

I1.7.1. Avantages de I’unité relative

L’utilisation du systéme p.u. offre plusieurs avantages dans I’analyse des réseaux électriques :

Elle réduit les variations numériques extrémes entre différentes grandeurs (ex. : tensions
kV vs courants A vs impédances ),

Elle permet la comparaison facile entre composants de différentes puissances,

Elle unifie les modéles de composants (générateurs, lignes, charges),

Elle facilite les calculs de simulation numérique

Elle révele plus clairement les anomalies ou incohérences dans les résultats.

I1.7.2. Définition des grandeurs en p.u.

Pour convertir une grandeur électrique en valeur relative (p.u.), on utilise la formule :

Grandeur réelle

Grandeur (pu) = (IL.7)

Grandeur de base

Les valeurs de base nécessaires sont généralement :

Puissance de base Spase (souvent en MVA),
Tension de base Vpase (souvent en kV),
A partir de ces deux, on en déduit :

Courant de base :

S
Iyase = \/gl;;::se (IL.8)

Impédance de base :

Vbzase
Zpase = 7= (1IL9)

Shase
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IL.8. Etude de cas : Ecoulement de puissance par la méthode de Newton-

Raphson sur un réseau IEEE 33- bus
Afin d’illustrer I’application concrete de la méthode de Newton-Raphson dans ’analyse

des réseaux de distribution, nous considérons un réseau test composé de 33 nceuds (bus), simulé
a I’aide de la boite a outils MATPOWER sous MATLAB. Ce cas d’étude permet de mettre en
ceuvre le modele mathématique du flux de puissance, d’observer le comportement du réseau
sous une configuration donnée, et d’évaluer les profils de tension ainsi que les pertes actives
dans les lignes.
I1.8.1. Présentation du réseau IEEE 33- bus
Le réseau simulé est un réseau de distribution moyenne tension a 33 bus (Fig. II.1) :

e Un bus slack alimente le systéme (bus n°1),

e Des buses de charge (PQ) sont réparties aux autres nceuds,

e Nombre de branches =32,

e Tension de base =12,66kV,

e Puissance de base = I0MVA.

Les données du réseau test sont présentées dans le tableau (II.1).

% 27 1% 1% 30 3 3 0B

Figure I1.1 : Représentation simplifiée du réseau de distribution IEEE 33-bus

I1.8.2. Résultats obtenus
Les résultats obtenus sont présentés dans les tableaux (II.1) et (I1.2) et (fig. 1.2, 1.3 et I1.4).
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Tableau IL.1 : Amplitude et déphasage des tensions aux jeux de barres

Bus Tension (pu) Déphasage (°)
1 1.0000 0
2 0.9970 0.0145
3 0.9829 0.0960
4 0.9755 0.1617
5 0.9681 0.2283
6 0.9497 0.1339
7 0.9462 -0.0965
8 0.9413 -0.0604
9 0.9351 -0.1335
10 0.9292 -0.1960
11 0.9284 -0.1888
12 0.9269 -0.1773
13 0.9208 -0.2686
14 0.9185 -0.3473
15 0.9171 -0.3850
16 0.9157 -0.4082
17 0.9137 -0.4855
18 0.9131 -0.4951
19 0.9965 0.0037
20 0.9929 -0.0633
21 0.9922 -0.0827
22 0.9916 -0.1030
23 0.9794 0.0651
24 0.9727 -0.0237
25 0.9694 -0.0674
26 0.9477 0.1733
27 0.9452 0.2295
28 0.9337 0.3124
29 0.9255 0.3903
30 0.9220 0.4956
31 0.9178 0.4112
32 0.9169 0.3881
33 0.9166 0.3804
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Tableau I1.2 : Puissances transitées, pertes de puissances dans les branches

N°du | Origine | Destination Puiss. Total Puiss.Total Pertes Pertes
ligne de transit de transit totales totales
(MW) (MVR) (KW) (KVAR)
L1 1 2 3.9177 2.4351 12.2404 6.2397
L2 2 3 3.4443 2.2078 51.7912 26.3789
L3 3 4 2.3629 1.6842 19.9005 10.1351
L4 4 5 2.2230 1.5941 18.6989 9.5237
L5 5 6 2.1443 1.5545 38.2486 33.0180
L6 6 7 1.0953 0.5279 1.9145 6.3285
L7 7 8 0.8934 0.4216 4.8380 1.5988
L8 8 9 0.6885 0.3200 4.1805 3.0035
L9 9 10 0.6243 0.2970 3.5609 2.5240
L10 10 11 0.5608 0.2744 0.5537 0.1831
L11 11 12 0.5152 0.2442 0.8811 0.2914
L12 12 13 0.4543 0.2090 2.6662 2.0978
L13 13 14 0.3917 0.1719 0.7292 0.9598
L14 14 15 0.2709 0.0909 0.3570 0.3177
L15 15 16 0.2106 0.0806 0.2815 0.2055
L16 16 17 0.1503 0.0604 0.2516 0.3360
L17 17 18 0.0901 0.0400 0.0531 0.0417
L18 2 19 0.3611 0.1611 0.1610 0.1536
L19 19 20 0.2710 0.1209 0.8322 0.7499
L20 20 21 0.1801 0.0802 0.1008 0.1177
L21 21 22 0.0900 0.0401 0.0436 0.0577
L22 3 23 0.9396 0.4572 3.1816 2.1740
L23 23 24 0.8464 0.4051 5.1437 4.0617
L24 24 25 0.4213 0.2010 1.2875 1.0074
L25 6 26 0.9508 0.9736 2.6009 1.3248
L26 26 27 0.8882 0.9473 3.3290 1.6950
L27 27 28 0.8248 0.9206 11.3009 9.9637
L28 28 29 0.7535 0.8907 7.8333 6.8242
L29 29 30 0.6257 0.8138 3.8957 1.9843
L30 30 31 0.4218 0.2118 1.5936 1.5750
L31 31 32 0.2702 0.1403 0.2132 0.2485
L32 32 33 0.0600 0.0400 0.0132 0.0205
Pertes actives totales (KW) 202.7
Pertes réactives totales (KVAr) 135.1
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Le tableau (II.1) présente les modules et les angles des tensions aux bornes de chaque jeu de
barres du réseau IEEE 33 bus. Il en ressort que la tension la plus basse est de 0.9131 p.u.,
observée au niveau du jeu de barres 18, comme illustré dans la (fig. 11.2)
Le tableau (I1.3) fournit le détail des pertes de puissance active et réactive dans chaque branche
du réseau, obtenues a l'issue de trois itérations de la méthode de Newton-Raphson, avec un
temps de calcul de 0.12 secondes. Les (fig. I1.3 et I1.4) représentent graphiquement la répartition
des pertes actives et réactives par branche.
On observe que :

e la perte active maximale, de 51.8 kW, est enregistrée sur la branche n°2,

e la perte réactive maximale, de 33 kVAr, est localisée sur la branche n°5.
Ces pertes ¢€levées s’expliquent par les valeurs importantes des courants circulant dans ces
branches, ainsi que par leurs caractéristiques électriques, notamment la résistance et la
réactance.
Les pertes totales du réseau s’¢élévent a :

e 202.7 kW pour la puissance active,

e 135.1 kVAr pour la puissance réactive.
Cela représente respectivement 5.42 % et 5.85 % de la puissance totale demandée par les
charges du réseau, ce qui met en évidence 1’importance d’une reconfiguration optimisée visant
a réduire ces pertes énergétiques.
I1.9.Conclusion

L'analyse de I'écoulement de puissance est un outil essentiel pour appréhender et

optimiser le fonctionnement des réseaux de distribution. Cette technologie offre la possibilité
de procéder a une évaluation approfondie du réseau, en conditions réelles, et ce de manicre
continue. En outre, elle facilite la prise de décisions pertinentes visant a optimiser les

performances du réseau, a gérer efficacement la tension et a réduire les pertes.
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III.1.Introduction

Dans le monde de I’ingénierie, de I'informatique, et des systémes complexes,
I’optimisation est une discipline essentielle qui vise a améliorer les performances, 8 minimiser
les colits, ou a maximiser 1’efficacité d’un processus ou d’un systéme donné. Face a des
problémes de plus en plus complexes, souvent non linéaires, de grande dimension, et
comportant de multiples contraintes, les méthodes classiques d’optimisation (algorithmes
exacts) montrent leurs limites. C’est dans ce contexte que les méthodes heuristiques et
métaheuristiques se sont imposées comme des approches puissantes et flexibles pour résoudre
des problémes d’optimisation difficiles, souvent appelés NP-difficiles.

Les métaheuristiques sont des stratégies de recherche stochastiques inspirées de
phénomeénes naturels, biologiques ou sociaux. Elles ne garantissent pas toujours d’obtenir la
solution optimale, mais offrent en général de bonnes solutions en un temps raisonnable, ce qui
les rend trés utilisées dans 1’industrie, les télécommunications, la sécurité informatique,
I’énergie, et bien d’autres domaines.

I11.2.Méthodologie de conception

La conception d’un algorithme d’optimisation repose sur une démarche méthodique qui
commence par la compréhension du probléme a résoudre, suivie de sa traduction en termes
mathématiques, puis du choix d’une méthode de résolution adaptée. Trois étapes fondamentales
structurent cette démarche : la formulation du probléme d’optimisation, la définition de la
fonction objective, et la détermination des parametres de conception.

I11.2.1.Formulation du probléme d’optimisation

La formulation est la premicre étape critique de tout processus d’optimisation. Elle

consiste a exprimer le probléme réel sous forme d’un mode¢le mathématique contenant :

e Variables de décision : ce sont les grandeurs que I’on peut modifier pour améliorer la
performance du systeme. Par exemple, dans un réseau informatique, il peut s’agir de la
configuration des acces, du placement des dispositifs de sécurité, etc.

e Fonction(s) objectif(s) : elles quantifient le critére a optimiser (minimiser un coft,
maximiser une efficacité, etc.).

e Contraintes : ce sont les conditions a respecter pour que la solution soit réalisable
(limitations physiques, budgétaires, réglementaires, etc.).

Un probléme d’optimisation typique se formule comme suit [6] :
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( Optimisation (f(x))
Sous contraintes: g;(x) <0(i=1,..,m)
hix)=0 (G =1,..,p)

Xmin =x< Xmax

(IIL1)

Ou:

o x = (xq,x,,..,x, ) représente le vecteur des variables de décision,

e f(x) est la fonction objectif a optimiser,

e giet hj sont les fonctions de contraintes.

I11.2.2.Fonction objectif

La fonction objectif (ou critére de performance) est un ¢élément central dans tout
probléme d’optimisation. Elle permet d’évaluer la qualité d’une solution candidate. Elle peut
étre simple (mono-objectif) ou composée (multi-objectif).
Exemples de fonctions objectif selon le contexte :

e En sécurité informatique : minimisation du temps de réponse du systéme, maximisation
du taux de détection d’intrusions, ou minimisation du colt d’implémentation des
dispositifs de sécurité.

e FEn réseaux de télécommunication : minimisation du retard de transmission,
maximisation de la bande passante disponible, etc.

e En planification : maximisation de la couverture ou minimisation des risques
opérationnels.

I1 est essentiel que la fonction objectif soit :
e Mesurable : elle doit pouvoir étre calculée pour toute solution.
e Sensée : elle doit refléter les objectifs réels du systéme.

e Continuellement définie (si possible) : pour permettre une optimisation fluide.

Dans certains cas, plusieurs objectifs contradictoires doivent étre optimisés
simultanément, ce qui nécessite 1’emploi d’une optimisation multi-objectif, ou le but est de
rechercher un compromis (front de Pareto) entre les critéres.

I11.2.3.Paramétres de conception

Les paramétres de conception sont les éléments définissant I’espace de recherche dans
lequel I’algorithme va opérer. Il s’agit essentiellement :

Des bornes des variables de décision : chaque variable xix_ixi a une limite minimale et
maximale :
XM < x < xMOx (I11.2)
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Des contraintes techniques ou physiques : par exemple, certaines ressources ne peuvent étre
utilisées au-dela d’un seuil, certaines configurations sont interdites, etc.

Des parametres spécifiques a 1’algorithme d’optimisation : tels que :

e Aille de population (dans GA ou PSO),

e Nombre d’itérations ou générations,

e Probabilités de mutation/croisement (dans GA),

e Coefficients d’inertie ou d’apprentissage (dans PSO),
e etC.

Ces paramétres influencent fortement la convergence, la vitesse de recherche et la
qualité finale des solutions. Un mauvais réglage peut conduire a des solutions sous-optimales
ou a une divergence.

La phase de conception implique donc également une phase d’ajustement (calibration) de ces

paramétres, souvent a travers des essais empiriques ou des méthodes d’auto-adaptation.
II1.3.Méthodes d’optimisation

Les méthodes d’optimisation sont les outils fondamentaux permettant de rechercher les
meilleures solutions possibles a un probleme donné. Elles peuvent étre classées en fonction de
la nature des variables de décision et de 1’espace de recherche. Deux grandes catégories se
distinguent : I’optimisation continue, dans laquelle les variables peuvent prendre n’importe
quelle valeur réelle dans un intervalle donné, et I’optimisation combinatoire, dans laquelle les
variables prennent des valeurs discrétes, souvent entieres, et sont soumises a des contraintes de
structure ou de permutation.

I11.3.1.0Optimisation continue

L’optimisation continue concerne les problémes dans lesquels les variables de décision
X1, X2 ..., Xn peuvent prendre n’importe quelle valeur réelle dans un domaine défini (souvent un
intervalle). Ces problémes sont fréquents dans de nombreux domaines comme 1’ingénierie, la
finance, la modélisation physique, et I’intelligence artificielle.

Caractéristiques :
e Les fonctions objectifs et les contraintes sont souvent différentiables, ce qui permet

I’utilisation de méthodes analytiques ou numériques.

e Les algorithmes peuvent exploiter des gradients, des dérivées partielles ou des

approximations locales pour progresser vers un optimum.
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e Le domaine de recherche est continu : x€R"
Exemples d’applications :
e Réglage de parametres dans un réseau de neurones,
e Optimisation de la consommation d’énergie,
e Contrble de processus industriels.
M¢éthodes associées :
e M¢éthodes analytiques (Lagrange, Karush-Kuhn-Tucker),
e M¢éthodes numériques (descente de gradient, Newton-Raphson),
e M:¢éthodes évolutionnaires continues (PSO, CMA-ES, Differential Evolution).
I11.3.2.0ptimisation combinatoire
L’optimisation combinatoire traite les problémes ou les variables de décision prennent
des valeurs discrétes (souvent entiéres ou binaires) et doivent respecter des structures
combinatoires complexes. Ces problémes apparaissent dans de nombreuses situations pratiques,
notamment en informatique, en logistique, en télécommunications et en cybersécurité.
Caractéristiques :
e L’espace de recherche est fini mais trés vaste, souvent exponentiel en fonction de la
taille du probléme.
e Les solutions possibles sont combinées ou ordonnées (permutations, sélections,
allocations, etc.).
e Ce type d’optimisation est souvent NP-difficile, rendant les méthodes exactes
inapplicables pour des cas de grande dimension.
Exemples d’applications :
e Probléeme du voyageur de commerce (TSP),
e Planification de taches ou d’horaires,
e Placement optimal de capteurs ou d’équipements de sécurité dans un réseau,
e Sélection des regles de pare-feu dans un systéme d'information.
Meéthodes associées :
e Algorithmes exacts : programmation entiere, branch and bound, branch and cut,
e M¢éthodes heuristiques : recherche locale, algorithmes gloutons,
e M¢éthodes métaheuristiques : algorithmes génétiques, ACO, GRASP, Tabu Search, etc
II1.4.Heuristiques
Les heuristiques représentent une catégorie importante de techniques d’optimisation

basées sur des approches empiriques, souvent spécifiques a un probléme donné. Contrairement
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aux méthodes exactes qui garantissent une solution optimale, les heuristiques visent a trouver
une bonne solution dans un délai raisonnable, en s'appuyant sur des régles simplificatrices, des
approches intuitives ou des connaissances expertes du domaine.
I11.4.1.Définition et principe

Une heuristique est une méthode de résolution de probléme qui cherche une solution
acceptable ou satisfaisante, sans explorer nécessairement tout 1’espace de recherche. Elle repose
généralement sur des raccourcis logiques, des estimations, ou des approches spécifiques a une
structure de probléme, permettant de réduire le temps de calcul [7].
En optimisation, une heuristique vise a atteindre rapidement une solution réalisable et de bonne
qualité, bien que cette solution puisse étre sous-optimale par rapport au véritable optimum
global. Ces méthodes sont souvent utilisées comme :

e solutions initiales pour les algorithmes plus complexes,

e ou solutions autonomes dans les cas ou une solution rapide est préférable a une solution

exacte colteuse.
I11.4.2.Caractéristiques générales

e Les heuristiques présentent plusieurs caractéristiques clés :

e Simplicité de mise en ceuvre : les algorithmes sont généralement faciles a comprendre
et a coder.

e Vitesse d’exécution : les résultats sont obtenus rapidement, ce qui est utile pour les
problémes a forte contrainte de temps.

e Spécificité au probléme : la performance d’une heuristique dépend fortement de la
nature du probléme traité.

e Non garantie d’optimalité : il n’existe pas de preuve formelle que la solution trouvée est
optimale.

I11.4.3. Types d’heuristiques
Les heuristiques peuvent étre classées en deux grandes catégories :

e Heuristiques constructives : elles construisent une solution étape par étape en suivant
des régles prédéfinies. Exemple : dans un probléme de routage, choisir a chaque étape
I’¢lément le plus proche ou le moins cotliteux.

e Heuristiques de recherche locale : elles partent d’une solution initiale et tentent de
I’améliorer par des modifications successives (voisinage). Exemple : échange de

positions dans une séquence pour réduire le coit total.
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I11.4.4.Limites des heuristiques
Malgré leur efficacité dans certains cas, les heuristiques présentent plusieurs limitations
majeures :
e Dépendance au probléme : une heuristique efficace pour un probléme donné peut étre
inefficace pour un autre.
e Blocage dans des minima locaux : en 1’absence de stratégie d’exploration globale, la
solution peut rester sous-optimale.
e Absence de cadre générique : chaque heuristique doit souvent éEtre adaptée
manuellement a chaque nouvelle situation.
I11.4.5.Vers les métaheuristiques
Face aux limites des heuristiques traditionnelles, les chercheurs ont développé des
approches plus générales et robustes appelées métaheuristiques, qui combinent exploration
globale et exploitation locale de 1’espace de recherche. Ces derniéres permettent de surmonter
les pieges des heuristiques classiques, notamment en :
¢ introduisant de la stochastique (¢léments aléatoires),
e ¢vitant les minima locaux,
e et en étant adaptables a différents types de problémes sans modification majeure.
C’est pourquoi les métaheuristiques (algorithmes génétiques, PSO, ACO, etc.) occupent
aujourd’hui une place prépondérante dans les applications d’optimisation modernes.

I11.5.Métaheuristiques

Les métaheuristiques représentent une classe de méthodes d’optimisation de haut
niveau, congues pour résoudre des problémes complexes et de grande dimension, souvent non
linéaires, discrets ou combinatoires, pour lesquels les méthodes exactes deviennent inefficaces.
Elles fournissent un cadre de recherche adaptatif capable d’explorer efficacement I’espace des
solutions, en équilibrant I’exploration (recherche globale) et I’exploitation (amélioration locale)
[8].

IT1.5.1.Notion de voisinage

La notion de voisinage joue un rdle central dans les métaheuristiques, en particulier
celles basées sur la recherche locale. Elle désigne 1’ensemble des solutions obtenues en
appliquant une ou plusieurs modifications simples a une solution courante.

Exemples :
Dans un probléme de permutation (comme le voyageur de commerce), un voisin peut

étre généré en échangeant deux villes dans une tournée.
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Dans un probléme de sélection de composants, un voisin peut consister a ajouter ou retirer un
¢lément de I’ensemble courant.
Roéle du voisinage :
e Il permet d’explorer I’espace des solutions de manicre structurée.
e [l sert a améliorer progressivement une solution en se déplacant vers ses voisins les plus
prometteurs.
e 1l influence directement la convergence de 1’algorithme vers un optimum local ou
global.
Dans les métaheuristiques, on définit souvent plusieurs stratégies de voisinage (par exemple,
mutation, croisement, déplacement, inversion) pour éviter de rester bloqué dans un minimum
local.
IT1.5.2.Cadre général des métaheuristiques
Les métaheuristiques partagent un cadre structurel commun, composé de plusieurs
mécanismes fondamentaux :
¢ nitialisation : génération aléatoire ou guidée d’une ou plusieurs solutions initiales.
e Evaluation : calcul de la valeur de la (ou des) fonction(s) objectif(s).
e Génération de nouvelles solutions : a ’aide d’opérateurs inspirés de processus
biologiques, physiques ou sociaux (croisement, mutation, attraction, diffusion...).
e Sélection : choix des solutions qui seront conservées pour 1’itération suivante.
e Criteéres d’arrét : nombre d’itérations, stagnation des résultats, ou seuil de qualité atteint.
Le processus est généralement stochastique, ce qui permet d’explorer des zones ¢éloignées de
I’espace de recherche et d’éviter les optima locaux.
M¢étaheuristiques peuvent étre classées en deux grandes familles :
e Mc¢taheuristiques a solution unique (ex. : recuit simulé, recherche tabou) : elles
améliorent progressivement une seule solution.
e Mc¢taheuristiques a population (ex. : algorithmes génétiques, PSO, ACO) : elles font
évoluer un ensemble de solutions simultanément.
Ces méthodes sont génériques : elles peuvent s’adapter a différents types de probleémes sans
modification profonde, ce qui explique leur popularité dans des domaines variés.
I11.5.3.Algorithmes de métaheuristiques les plus utilisés
Dans le domaine spécifique de la reconfiguration optimale des réseaux de distribution
¢lectrique, les métaheuristiques sont particuliérement bien adaptées a cause de la structure

combinatoire et contrainte du probléme (ex : ouverture/fermeture d’interrupteurs, respect des
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contraintes de radialité, optimisation multi-objectif). Voici les algorithmes les plus couramment
utilisés :
I11.5.3.1.Algorithme Génétique (Genetic Algorithm — GA)

L’algorithme génétique (AG) est une méthode d’optimisation stochastique inspirée du
processus d’évolution naturelle, théorisé par Charles Darwin. Il repose sur les mécanismes de
sélection, croisement, mutation et adaptation, qui permettent a une population de solutions de
progresser génération apres génération vers des solutions de plus en plus optimales. L’ AG est
largement utilisée dans les problémes ou I’espace de recherche est vaste, non linéaire ou mal
défini, comme dans les cas de reconfiguration de réseaux de distribution, de placement de
générateurs décentralisés, de sécurité informatique ou de conception de systémes complexes
[9-10].

A. Représentation des solutions
Chaque solution candidate a un probléme est appelée un individu ou un chromosome, et est
souvent représentée sous forme d’un vecteur binaire, entier ou réel, selon la nature du probléme.
Chaque ¢lément du vecteur est un gene, représentant une variable de décision.
La qualité d’une solution est mesurée par une fonction de fitness, qui refléte sa performance par
rapport a I’objectif a atteindre.
B.Etapes de I’algorithme
1. Initialisation
Une population initiale de N individus est générée aléatoirement dans I’espace de recherche.
Cette population représente la diversité génétique du systéme.
2. Evaluation
Chaque individu est évalué selon une fonction objectif (ou fitness) qui refléte le critére de
performance a optimiser (ex. : minimiser les pertes, maximiser la couverture, etc.).
3. Sélection
Les meilleurs individus sont sélectionnés pour la reproduction. Plusieurs stratégies de sélection
existent :

e Roulette Wheel : probabilité proportionnelle a la fitness.

e Tournoi : confrontation aléatoire entre groupes d’individus.

e FElite : les meilleurs sont directement conserves.

4. Croisement (Crossover)

Deux parents sont croisés pour produire de nouveaux enfants, par exemple :
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e Crossover a un point : échange a un point choisi aléatoirement.
e Crossover uniforme : chaque géne a une probabilité d’étre échangé.
e Crossover a deux points : échange entre deux points.
Le taux de croisement pc est généralement entre 60 % et 90 %.
5. Mutation
Une légere modification est appliquée aléatoirement a certains génes pour maintenir la diversité
génétique et explorer de nouvelles régions de 1’espace de recherche.
e En binaire : inversion de bits.
e En entier : changement d’un chiffre.
e Enréel : ajout d’un bruit aléatoire.
Le taux de mutation pm est souvent faible (0.1 % a 5 %).
6. Remplacement
Les nouveaux individus remplacent une partie ou la totalité de 1’ancienne population, selon une
stratégie déterminée (par exemple, remplacement total, ou remplacement des plus faibles).
7. Critere d’arrét
L’algorithme s’arréte aprés un nombre d’itérations fixé ou si la solution converge (plus
d’amélioration significative).
C. Avantages de ’AG

e Robustesse : fonctionne sur des problémes non dérivables, discrets, continus ou multi-
objectifs.

o Parallélisme : recherche multiple grace a la population.
e Adaptabilité : flexible et modifiable selon le domaine d’application.

o Capacité a éviter les minima locaux, surtout avec mutation.

D. Limites et défis

e Risque de convergence prématurée si la diversité est perdue trop tot.

e Paramétrage sensible : taille de la population, taux de mutation et de croisement doivent
étre soigneusement choisis.

e Temps de calcul potentiellement élevé si la population est trop grande ou si la fonction

de fitness est colteuse.

33



Chapitre IIT : Optimisation et méthodes metaheuristiques pour la reconfiguration des réseaux de distribution

I11.5.3.2.0ptimisation par Essaim de Particules (Particle Swarm Optimization - PSO)
A. Principe :

PSO s’inspire du comportement collectif des animaux (vol d’oiseaux, bancs de poissons).

Chaque solution est une particule qui explore I’espace de recherche en ajustant sa position selon
[11-12]:

e Sameilleure position connue,
e La meilleure position trouvée par I’essaim.

B. Formules de mise a jour :

e Vitesse :
vi(t+1) = w.v,(t) + cq.11. (pbest — x;) + c,.15. (ghest — x;) (II1.3)
e Position :
xi(t+1) =x() +v(t+1) (111.4)

C. Parametres :
w : facteur d’inertie
c1, C : coefficients cognitifs et sociaux

11,7, : nombres aléatoires
D. Avantages :

e Convergence rapide,
e Facile a implémenter.

E. Limites :

e Risque de stagnation,

e Moins efficace sur les problémes tres discrets.
I11.5.3.3. Algorithme de Colonies de Fourmis (Ant Colony Optimization - ACO)
A. Principe :

Inspiré du comportement des fourmis qui déposent des phéromones pour signaler les
meilleurs chemins vers une source de nourriture. Les solutions sont construites progressivement
en fonction des traces de phéromones accumulées [13].

B. Mécanisme de base :

1-Chaque fourmi construit une solution pas a pas.

2-A chaque étape, le choix est probabiliste :

I P 1
Pij _ [zl ] (IIL5)

T SklTid il
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avec :
T;; . quantité de phéromone

n;j - visibilite (1/cott)

3-Les meilleures solutions renforcent les chemins.

4-Evaporation des phéromones pour éviter l'accumulation excessive.
C. Avantages :

e Trés bon pour les problémes de graphes (routage, reconfiguration).
e Apprentissage collectif.

D. Limites :

e Lenteur de convergence.
e Paramétrage délicat.

I11.5.3.4. Recuit Simulé (Simulated Annealing - SA)

A. Principe :

Inspiré du refroidissement des métaux (recuit thermique), SA accepte parfois des solutions
moins bonnes pour sortir d’un minimum local. La probabilité d’accepter une mauvaise solution
diminue avec le temps (température décroissante) [12].

B. Fonction d’acceptation :

A

P =exp (— ?E) (I11.6)

Avec :
e AE : différence de colt entre la nouvelle et I’ancienne solution
e T :température, qui décroit au fil des itérations
C. Avantages :
e Simple a implémenter,
e (apacité a échapper aux minima locaux.
E. Limités :
e Dépendance au calendrier de refroidissement,
e Temps de convergence parfois long.
I11.5.3.5. Algorithme du Lion des Fourmis (Ant Lion Optimizer - ALO)
A. Principe :
Inspiré du comportement de chasse des larves de fourmilions, ou les fourmis (solutions

candidates) sont attirées dans les piéges construits par les antlions (solutions élites).
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L’algorithme repose sur une exploration aléatoire du terrain combinée a une exploitation des
meilleures solutions [13-14].
B. Mécanisme :
e Les fourmis effectuent un mouvement brownien autour des antlions.
e Un piege dynamique guide leur déplacement.
e Les meilleures solutions (antlions) attirent les fourmis vers des zones prometteuses.
C. Avantages :
e Bon équilibre entre exploration et exploitation.
e Performant sur problémes non linéaires et complexes.
D. Limites :
e Cout de calcul plus élevé que PSO/GA.
e Moins répandu, donc moins étudié.
I11.5.3.6. Algorithme de Luciole (Firefly Algorithm - FA)
A. Principe :

Basé sur la communication par la lumiéere chez les lucioles. Chaque luciole est attirée
par d’autres plus brillantes (meilleures solutions). L’attractivité¢ dépend de la distance et de la
luminosité (valeur de la fonction objectif) [15-17].

B. Régle de déplacement :
x; = x; + Po-exp V" (x; — x;) + a.rand (111.7)
B, : attractivité initiale,
y : coefficient d’absorption de la lumiére,
a : coefficient aléatoire.
C. Avantages :
e Bon pour les fonctions continues non convexes.
e Facile a adapter.
D. Limites :
e Moins efficace pour les problemes discrets purs.
e Parametres sensibles.
I11.5.3.7. NSGA-II (Non-dominated Sorting Genetic Algorithm II)
A. Principe :
NSGA-II est un algorithme évolutif multi-objectif basé sur la théorie des algorithmes

génétiques. Il vise a trouver un ensemble de solutions optimales non dominées, connues sous
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le nom de front de Pareto, dans un contexte ou plusieurs objectifs contradictoires doivent étre
optimisés simultanément [18-19].
Contrairement aux approches mono-objectifs qui nécessitent une pondération arbitraire des
critéres, NSGA-II identifie un équilibre entre les différentes fonctions objectif sans avoir besoin
d'une formulation scalaire.
A.1.Concepts fondamentaux
A.1.1.Dominance de Pareto
Une solution 4 domine une solution B si :
e A n’estpas pire que B dans tous les objectifs,
e A est meilleure que B dans au moins un objectif.
A.1.2.Front de Pareto
C’est I’ensemble des solutions non dominées : on ne peut améliorer un objectif sans dégrader
au moins un autre. L’algorithme vise a approcher cette fronticre.
A.1.3.Crowding distance
Mesure la densité locale autour d’une solution sur le front de Pareto. Cela permet de favoriser
la diversité des solutions en évitant leur regroupement.
B. Mécanisme de fonctionnement
1- Initialisation
Une population initiale de solutions est générée aléatoirement.
2- Evaluation
Chaque individu est évalué selon plusieurs fonctions objectifs (par exemple : pertes, cotit,
stabilité...).
3. Tri par domination (Non-dominated sorting)
La population est triée en niveaux de domination :
e Le premier front (F1) contient les solutions non dominées.
e Le deuxieme front (F2) contient les solutions dominées uniquement par celles de F1,
etc.
4. Calcul de la crowding distance
Une distance de dispersion est calculée entre les individus du méme front pour préserver la
diversité.
5. Sélection
Un tournoi bi-objectif est utilisé : il privilégie les solutions a rang de domination faible et forte

distance de dispersion.
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6. Croisement et mutation
Les parents sélectionnés générent une nouvelle population via :

e croisement (échange de segments de solutions),

e mutation (modification aléatoire).
7. Fusion et élitisme
La population actuelle et la nouvelle population sont fusionnées. Les N meilleurs individus sont
sélectionnés pour la génération suivante selon leur rang et diversité.
8. Itération
Ce processus est répété jusqu'a un critére d’arrét : nombre maximal de générations, stagnation
du front, ou temps limite.
9. Avantages

v Optimisation multi-objectif native, sans pondération arbitraire.

v" Production d’un front de Pareto diversifié en une seule exécution.

v' Elitisme intégré : les meilleures solutions sont conservées a chaque génération.

v Diversité maintenue grace a la crowding distance.

v" Robustesse face aux problémes combinatoires et non linéaires.
10. Limites

e Complexité quadratique O(MN?) : lente pour trés grandes populations.

e Paramétrage nécessaire (taille de la population, taux de mutation et croisement).

e Peut avoir des difficultés a couvrir uniformément le front si la diversité est mal

contrdlée.
II1.6.Justification du choix de I’algorithme NSGA-II
Parmi les sept algorithmes de métaheuristiques analysés dans ce chapitre — a savoir :

Algorithme Génétique (GA), Optimisation par Essaim de Particules (PSO), Ant Colony
Optimization (ACO), Recuit Simulé (SA), Algorithme Ant Lion Optimizer (ALO), Algorithme
de Luciole (FA) et NSGA-II — notre choix s’est porté sur NSGA-II pour traiter le probléme de
reconfiguration optimale des réseaux de distribution. Ce choix repose sur plusieurs arguments

clés, fondés a la fois sur des considérations techniques, méthodologiques et expérimentales [20]

I11.6.1.Nature multi-objectif du probléme
La reconfiguration d’un réseau de distribution implique souvent plusieurs critéres
contradictoires a optimiser simultanément :

e minimisation des pertes d’énergie,
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e ame¢lioration du profil de tension,
e réduction des violations de contraintes (tension, courant, radialité),
e minimisation du cott d’exploitation.
NSGA-II est spécifiquement congu pour gérer des problémes multi-objectifs, en générant un
front de Pareto diversifi¢ sans nécessiter de pondération préalable des critéres, contrairement
aux versions classiques de GA ou PSO.
I11.6.2.Exploration
NSGA-II combine les avantages de 1’algorithme génétique (exploration globale par
croisement/mutation) avec une stratégie d’élitisme et un tri par domination qui favorisent a la
fois la convergence vers 1’optimalité et le maintien de la diversité des solutions. Cela permet
d'éviter :
e la convergence prématurée (souvent observée dans PSO),
e le piégeage dans un minimum local (fréquent en SA ou FA).
I11.6.3. Production d’un ensemble de solutions
Contrairement aux algorithmes mono-solution (SA, FA), NSGA-II retourne un
ensemble complet de solutions non dominées, permettant au décideur de choisir le meilleur
compromis en fonction des priorités du moment (économiques, techniques, réglementaires...).
I11.6.4.Maturité, robustesse et validation scientifique
NSGA-II est I'un des algorithmes les plus matures et validés dans la littérature
scientifique pour les problémes d’optimisation multi-objectifs. Il a été largement utilisé dans :
e lareconfiguration de réseaux IEEE (33, 69, 118 bus),
e [’optimisation des énergies renouvelables (placement de GEDs, PV, batteries),
e la gestion des micro-réseaux intelligents.
I1 bénéficie également d’une documentation abondante, de bibliothéques open-source et d’une
large communauté d’utilisateurs, ce qui facilite son implémentation, son paramétrage et son
adaptation a des cas réels.
I11.6.5.Comparaison avec les autres algorithmes

Tableau II1.1 : Comparaison des algorithmes

Algorithme Multi-objectifs | Front Pareto Diversité Rapidité Adaptabilité
GA Limité (mono) Non natif Moyenne Moyenne Bonne
PSO Mono/ pondéré Non natif Faible Elevée Bonne
ACO Mono Non natif Faible Faible Moyenne
SA Mono Non Faible Moyenne Moyenne
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ALO Mono/ pondéré Non natif Bonne Moyenne Bonne
FA Mono Non Faible Moyenne Bonne
NSGA -1I Oui Oui Elevée Moyenne Excellente

Ainsi, NSGA-II offre une meilleure couverture du front optimal, une gestion native du
multi-objectif, et une robustesse supérieure dans des environnements a forte contrainte comme

les réseaux électriques.
II1.7.Conclusion

Ce chapitre a présenté les fondements de I’optimisation, en distinguant les problémes

continus et combinatoires, puis en détaillant les heuristiques et surtout les métaheuristiques les
plus pertinentes pour la résolution de problémes complexes.
Sept algorithmes métaheuristiques ont été examinés : GA, PSO, ACO, SA, ALO, FA, et NSGA-
II. Chacun d’eux posseéde des caractéristiques propres, avantages et limites, mais seul NSGA-
II répond pleinement aux exigences de la reconfiguration optimale des réseaux de distribution,
grace a sa capacité :

e 3 gérer plusieurs objectifs simultanément,

e a maintenir un bon équilibre entre exploration et exploitation,

e aproduire un front de Pareto riche et diversifié.

Le choix de NSGA-II s’impose donc logiquement comme une solution méthodologique
cohérente et performante, capable de proposer au gestionnaire de réseau un ensemble de
solutions optimales, respectant les contraintes techniques et permettant des prises de décisions
éclairées selon les priorités du moment.

Dans le chapitre suivant, nous mettrons en ceuvre cet algorithme NSGA-II sur un cas
d’étude réel de reconfiguration de réseau, en analysant les performances obtenues et la

pertinence des résultats fournis.

40



Chapitre IV :

Application de [’algorithme
NSGA-II a la reconfiguration
optimale du réseau IEEE 33
bus avec et sans compensation
reactive



Chapitre IV : Application de I’algorithme NSGA-II a la reconfiguration optimale du réseau IEEE-33 bus

avec et sans compensation réactive

IV.1.Introduction

Apres avoir présenté les fondements théoriques de I’optimisation et analysé en détail
les principales métaheuristiques, le choix méthodologique s’est porté sur 1’algorithme NSGA-
I, reconnu pour sa capacité a résoudre efficacement les problémes multi-objectifs complexes
tels que ceux rencontrés dans la reconfiguration des réseaux électriques.

Ce chapitre est consacré a I’application concréte de 1’algorithme NSGA-II sur un cas d’étude
de référence : le réseau de distribution IEEE-33 bus, largement utilisé dans la littérature
scientifique pour valider les méthodes d’optimisation.

L’objectif est d’évaluer les performances du réseau dans deux scénarios distincts :

e Sans compensation : reconfiguration du réseau en se basant uniquement sur
I’ouverture et la fermeture stratégique des interrupteurs pour minimiser les pertes ;

e Avec compensation : intégration de condensateurs judicieusement placés, dont les
emplacements et les puissances réactives sont optimisés simultanément avec la
reconfiguration.

A travers cette analyse, 1”étude vise & mettre en évidence 1’impact de la reconfiguration
optimisée (avec et sans compensation) sur :

e Les pertes actives du réseau,

e Le profil de tension,

e La stabilité et le comportement opérationnel du réseau.

IV.2.Reconfiguration optimale du réseau de distribution

Dans les réseaux de distribution électrique, la configuration et la protection du systéme
reposent essentiellement sur deux types d’interrupteurs [21] :

e les interrupteurs normalement fermés (sectionalizing switches),

e ct les interrupteurs normalement ouverts (tie switches).

La reconfiguration du réseau consiste a modifier I’état de ces interrupteurs, en ouvrant
certains sectionalizing switches et en fermant certains tie switches, dans le but de restructurer
dynamiquement la topologie du réseau. Cette opération s’effectue tout en préservant une
structure radiale, condition essentielle au bon fonctionnement du réseau, notamment pour
garantir sa stabilité, sa sécurité, et sa facilité¢ d’exploitation.

Ce processus, connu sous le nom de reconfiguration du réseau de distribution, permet

notamment de rééquilibrer la répartition des charges entre les différentes branches du réseau.
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L’objectif principal est d’identifier une nouvelle configuration qui améliore les performances
globales du systéme, en particulier par :

e laréduction des pertes actives,

e ct I’amélioration du profil de tension a travers I’ensemble du réseau.
Avec les avancées technologiques récentes, de nombreux gestionnaires de réseaux disposent
désormais d’interrupteurs télécommandés, rendant possible une reconfiguration a distance et
en temps réel. Parmi les principaux avantages offerts par la reconfiguration des réseaux de
distribution, on peut citer [22-23] :

e une réduction significative des pertes de puissance active ;

e une meilleure exploitation de la capacité de transport des lignes existantes ;

e une amélioration de la continuité de service, notamment en cas de maintenance

planifiée ou de défaut localisé.

1V.2.1.0uverture et fermeture des interrupteurs (switches)

L’objectif principal de I’ouverture et de la fermeture des interrupteurs (Switches) dans
un réseau de distribution est de réduire les pertes totales de puissance active, tout en
respectant plusieurs contraintes fondamentales [2-22] :

e Le maintien de la structure radiale du réseau, condition essentielle pour garantir la
stabilité et la simplicité d’exploitation ;

e Le respect des limites minimales et maximales des amplitudes et des angles de phase
des tensions aux jeux de barres ;

e La conservation de I’équilibre de puissance actif et réactif a chaque nceud du réseau ;

e [’alimentation continue de toutes les charges connectées.

Dans une configuration purement radiale, chaque interrupteur tie est normalement
ouvert pour éviter la création de boucles. Si tous les interrupteurs du réseau sont fermés
simultanément, des boucles électriques apparaissent, rendant le réseau maillé et donc non
admissible dans la logique d’un fonctionnement radial. La reconfiguration consiste alors a
identifier ces boucles et a maintenir un seul interrupteur ouvert par boucle, de maniére a
générer uniguement des topologies radialement admissibles. Cette approche permet également
de réduire I’espace de recherche dans le cadre de 1’optimisation de la reconfiguration.

Ainsi, pour chaque boucle fondamentale identifiée, un élément (ligne ou interrupteur) doit
étre déconnecté afin de rétablir la structure radiale. La (fig. IV.1) illustre un exemple de

réseau contenant trois boucles, définies de la maniére suivante [2-24] :
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Boucle 1=[L2, L4, L5]
Boucle 2=[L1, L3, L4]
Boucle 3=[L5, L6, L7]

Pour construire une topologie radialement admissible, il convient de sélectionner les
éléments a ouvrir a partir de vecteurs de lignes appartenant a des boucles disjointes. En
choisissant un seul élément a déconnecter par boucle sans duplication entre les boucles, on
peut générer ’ensemble des configurations valides du réseau. Cette approche systématique
définit un espace combinatoire structuré de solutions possibles a explorer dans le cadre du

processus d’optimisation de la reconfiguration.

Figure IV.1 : Réseau constitué de trois boucles [1]

IV.2.2.Reconfiguration optimale par I’application de I’algorithme NSGA-II

La reconfiguration optimale des réseaux de distribution consiste a rechercher la
meilleure topologie possible en modifiant 1’état des interrupteurs (normally closed et normally
open), dans le but d’améliorer les performances du réseau, tout en respectant ses contraintes
structurelles et opérationnelles. Cette optimisation vise principalement & minimiser les pertes
de puissance active, a améliorer le profil de tension, et a maintenir la radialité du réseau,
indispensable a sa stabilité.

Pour résoudre ce probléme d’optimisation combinatoire multi-objectif, I’algorithme
NSGA-II (Non-dominated Sorting Genetic Algorithm II) s’avere particulierement adapté. 1l
permet de générer un ensemble de solutions optimales non dominées (front de Pareto), offrant

aux opérateurs un choix de compromis entre les différents objectifs techniques.
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IV.2.2.1.Modélisation du probléme
Dans le cadre de cette reconfiguration, chaque solution candidate est représentée par
un vecteur binaire ou entier indiquant :
e les interrupteurs ouverts (coupures de lignes) dans la topologie proposée,
e ¢ventuellement, les emplacements et puissances des condensateurs si la compensation
est intégrée.
Les contraintes prises en compte sont :
e Maintien de la radialité du réseau (un seul chemin entre deux nceuds),
e Respect des limites de tension aux nceuds (par exemple, entre 0.95 et 1.05 p.u.),
e Equilibre de puissance actif et réactif,
e Alimentation complete de toutes les charges.
Les objectifs d’optimisation peuvent inclure :

1. Minimisation des pertes actives totales dans le réseau :

N rancnes
fl = Zkil " Ppertes,k (IvV.1)

2. Ameélioration du profil de tension : minimisation de 1’écart de tension par rapport a la

valeur de référence (souvent 1 p.u.) :

fo = SN0 (Vyoy = 7)° (IV.2)

3. Maximisation de la résilience :
1 ilot
F3 = Ryesitience = MZL=1|51Fk (IV.3)

Ou SIF est un facteur de stabilité mesurant 1’équilibre des flux entre les 1lots créés apres
reconfiguration.

IV.3. Application de I’algorithme NSGA-II

L’algorithme NSGA-II suit les étapes classiques d’un algorithme génétique, enrichi
par un tri de domination et une gestion de la diversité. Le processus est le suivant :
1. Initialisation : génération al€atoire d’une population de configurations admissibles
(respectant la radialité).
2. Evaluation : calcul des fonctions objectif pour chaque individu via un écoulement de
puissance (Newton-Raphson).
3. Tri de Pareto : classement des individus en fronts non dominés.

4. Crowding distance : mesure de la densité locale pour favoriser la diversité des solutions.

45



Chapitre IV : Application de I’algorithme NSGA-II a la reconfiguration optimale du réseau IEEE-33 bus

avec et sans compensation réactive

5. Sélection : sélection des individus parents par tournoi binaire basé sur domination
dispersion.

6. Croisement et mutation : génération de nouvelles configurations en combinant des parents
et en appliquant des perturbations (mutation).

7. Elitisme : fusion des générations et conservation des meilleurs individus.

8. Itération : répétition du processus jusqu’a convergence ou critere d’arrét.
IV.3.1.Intégration de NSGA-II dans le systéme

L’implémentation de NSGA-II est couplée avec une analyse d’écoulement de
puissance (load flow), typiquement réalisée via MATPOWER. A chaque génération, chaque
solution candidate est testée :

e Sielle respecte les contraintes, ses performances sont évaluées.

e Sinon, elle est pénalisée ou rejetée.
Le front de Pareto final regroupe un ensemble de topologies reconfigurées, chacune
représentant un compromis optimal entre pertes, tensions et autres criteres.
IV.3.2. Applications numériques

Une application de I'algorithme NSGA-II a été présentée dans le but de déterminer le
schéma optimal dans le réseau de distribution radial. La méthode proposée a été testée sur des
systemes de distribution [IEEE 33-bus et IEEE 69-bus et les résultats sont présentés dans cette
section.

IV.3.2.1.Cas réseau de distribution IEEE 33-bus

Les parametres d'application de 1'algorithme NSGA II pour résoudre le probléme de la
reconfiguration du réseau de distribution afin d'obtenir une configuration optimale sont les
suivants :

e Taille de la population p =150,
e Nombre d'itérations n = 50,
e Taux de mutation T = 0.05.

Le réseau IEEE-33 bus, représenté a la (fig.IV.2), comporte dans sa configuration
initiale cinq interrupteurs normalement ouverts (tie switches), symbolisés par des lignes
pointillées. Ces interrupteurs sont destinés a étre fermés ou non selon les besoins de
reconfiguration, tout en respectant la radialité¢ du réseau. Leur role est de permettre une

flexibilité topologique pour optimiser les performances du systéme.
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Le tableau (IV.1) ci-dessous récapitule les interrupteurs concernés, les jeux de barres qu’ils
relient, ainsi que leurs paramétres électriques (résistance et réactance) issus des données

standards du réseau IEEE-33 bus.
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Figure I1V.2 : Réseau IEEE 33-bus (Configuration initiale)

Tableau IV.1 : Données des interrupteurs normalement ouverts du réseau IEEE33-bus

Numéro de JB de départ JB d’arrivée R(Q) X(Q)
Branche
33 21 8 2 2
34 9 15 2 2
35 12 22 2 2
36 18 33 0.5 0.5
37 25 29 0.5 0.5

1V.3.2.2. Reconfiguration sans présence des condensateurs
Résultats et discussions

Suite a I’application de I’algorithme NSGA-II pour la reconfiguration du réseau IEEE-
33 bus, une topologie optimale a été obtenue, illustrée a la (fig. IV.3). Cette configuration
respecte toutes les contraintes de fonctionnement du réseau, notamment la radialité,

I’alimentation compléte des charges, et les limites de tension aux jeux de barres.
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Figure I'V.3 : Topologie optimale du réseau IEEE-33 bus apres reconfiguration par 1’algorithme
NSGA-II
La solution optimale identifiée se caractérise par 1’ouverture des cinq branches suivantes :

e Branches ouvertes (interrupteurs ouverts) : (7, 14, 28, 32, 10)
Cette nouvelle structure permet de redistribuer efficacement les charges dans le réseau et de
minimiser les pertes, tout en respectant les conditions opérationnelles imposées.
Les performances du réseau sous cette reconfiguration sont les suivantes :

e Pertes actives totales : 140.7 KW

e Pertes réactives totales : 105.4 KVAr

e Tension minimale : 0.9413 p.u., observée au niveau du jeu de barres 32

Le tableau (1V.2) montre les valeurs de tension au niveau de chaque jeu de barres pour une
nouvelle configuration du réseau. La (fig. 1V.4) représente le profil de tension avant et apres

la reconfiguration du réseau.
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Tableau V.2 : Valeurs de tension avant et aprés reconfiguration du réseau de distribution IEEE 33-
bus

Num V(pu) Num V(pu)
JB Configuration | Nouvelle JB Configuration | Nouvelle
Initiale configuration Initiale configuration
1 1.0000 1.0000 18 0.9131 0.9459
2 0.9970 0.9971 19 0.9965 0.9951
3 0.9829 0.9870 20 0.9929 0.9782
4 0.9755 0.9852 21 0.9922 0.9736
5 0.9681 0.9837 22 0.9916 0.9705
6 0.9497 0.9806 23 0.9794 0.9796
7 0.9462 0.9799 24 0.9727 0.9649
8 0.9413 0.9615 25 0.9694 0.9536
9 0.9351 0.9577 26 0.9477 0.9803
10 0.9292 0.9572 27 0.9452 0.9800
11 0.9284 0.9644 28 0.9337 0.9795
12 0.9269 0.9645 29 0.9255 0.9486
13 0.9208 0.9619 30 0.9220 0.9454
14 0.9185 0.9611 31 0.9178 0.9420
15 09171 0.9516 32 0.9169 0.9413
16 0.9157 0.9498 33 0.9166 0.9456
17 0.9137 0.9469

=f== configuration initiale
0.99 \ =—©— Nouvelle configuration .

o 5 10 15 20 25 30 35
Bus

Figure IV.4 : Niveau de tension a chaque jeu de barres du réseau de distribution IEEE

33-bus avant et apres reconfiguration

La (fig. IV.4) illustre le profil de tension du réseau IEEE-33 bus avant et aprés reconfiguration
par I’algorithme NSGA-II.
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Dans la configuration initiale, ou les interrupteurs (33, 34, 35, 36 et 37), sont ouverts
conformément a la structure standard, la tension minimale enregistrée est de 0.9131 p.u,
localisée au niveau du jeu de barres 18.

Apres exécution de 1’algorithme NSGA-II, une nouvelle topologie optimale est
obtenue, caractérisée par I’ouverture des branches (7, 10, 14, 28 et 32). Cette reconfiguration
entraine une amélioration notable du profil de tension, avec une nouvelle valeur minimale de
0.9413 p.u, observée au jeu de barres 32 voir (fig. [V.4) et tableau IV.2.

Ces résultats montrent 1’efficacité de la reconfiguration pour atténuer les chutes de
tension, notamment dans les zones initialement sous-alimentées du réseau.

Les tableaux (IV.3 et IV.4) présentent respectivement les pertes de puissance active et
réactive enregistrées dans chaque branche du réseau, avant et aprés la reconfiguration du
systeme.

Dans la configuration initiale, la perte active maximale est observée au niveau de la
branche n°2, avec une valeur de 51.8 kW voir (fig.IV.5). Apres reconfiguration, cette valeur
est réduite a 26.8 kW, soit une diminution de 48.26 %, traduisant une amélioration notable de
I’efficacité énergétique du réseau.

De la méme manicére, la perte réactive maximale, qui atteignait 33 kVAr au niveau de
la branche n°5 dans 1’état initial, est réduite a 1. kVAr dans la nouvelle configuration, ce qui
représente une réduction significative de 97 %. Dans cette configuration optimisée, la valeur
maximale de perte réactive est désormais localisée sur la branche n°23, avec un pic de
18.8 kVAr, voir (fig. IV.6).

Ces résultats mettent en évidence 1’efficacité de la reconfiguration proposée dans la

réduction des pertes, tant actives que réactives, a I’échelle du réseau de distribution.
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Tableau IV.3 : Pertes active au niveau de chaque branche du réseau de distribution IEEE 33-bus avant

et apres reconfiguration

Num Pertes active (KW) Num Pertes active(KW)
branche Configuration Nouvelle branche Configuration Nouvelle
initiale configuration initiale configuration

1 0.0122 0.0119 20 0.0001 0.0042
2 0.0518 0.0268 21 0.0000 0.0012
3 0.0199 0.0011 22 0.0032 0.0132
4 0.0187 0.0007 23 0.0051 0.0239
5 0.0382 0.0012 24 0.0013 0.0143
6 0.0019 0.0001 25 0.0026 0.0000
7 0.0048 0 26 0.0033 0.0000
8 0.0042 0.0012 27 0.0113 0.0000
9 0.0036 0 28 0.0078 0
10 0.0006 0.0000 29 0.0039 0.0032
11 0.0009 0.0000 30 0.0016 0.0011
12 0.0027 0.0005 31 0.0002 0.0001
13 0.0007 0.0001 32 0.0000 0
14 0.0004 0 33 0 0.0056
15 0.0003 0.0005 34 0 0.0017
16 0.0003 0.0005 35 0 0.0021
17 0.0001 0.0001 36 0 0.0000
18 0.0002 0.0023 37 0 0.0041
19 0.0008 0.0181

Tableau 1V.4 : Pertes réactive au niveau de chaque branche du réseau de distribution IEEE 33-bus

avant et apres reconfiguration

Num Pertes réactive (KVAr) Num Pertes réactive (KVAr)
branche Configuration Nouvelle Branche Configuration Nouvelle
initiale configuration initiale Configuration

1 0.0062 0.0061 20 0.0001 0.0049
2 0.0264 0.0137 21 0.0001 0.0016
3 0.0101 0.0006 22 0.0022 0.0090
4 0.0095 0.0004 23 0.0041 0.0188
5 0.0330 0.0011 24 0.0010 0.0112
6 0.0063 0.0002 25 0.0013 0.0000
7 0.0016 0 26 0.0017 0.0000
8 0.0030 0.0009 27 0.0100 0.0000
9 0.0025 0 28 0.0068 0
10 0.0002 0.0000 29 0.0020 0.0016
11 0.0003 0.0000 30 0.0016 0.0011
12 0.0021 0.0004 31 0.0002 0.0001
13 0.0010 0.0001 32 0.0000 0
14 0.0003 0 33 0 0.0056
15 0.0002 0.0003 34 0 0.0017
16 0.0003 0.0006 35 0 0.0021
17 0.0000 0.0001 36 0 0.0000
18 0.0002 0.0022 37 0 0.0041
19 0.0007 0.0163
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Figure I'V.5 : Pertes active au niveau de chaque branche avant et apres reconfiguration
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Figure IV.6 : Pertes réactive au niveau de chaque branche avant et aprés reconfiguration
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Tableau IV.5 : Résultats avant et apres reconfiguration du réseau IEEE33-bus par NASGA-II

Configuration initiale Configuration NSGA-II
Interrupteurs opérationnels 33, 34, 35, 36, 37 32,7,28,14,9
Pertes active (KW) 202.7 140
Minimum de tension (pu) 0.9131 0.9413
Bus @ minimum de tension 18 32

Le tableau (IV.5) représente le résumé des résultats obtenus avant et apres
reconfiguration du réseau IEEE33-bus par application de 1’algorithme NSGA-II, les
interrupteurs opérationnels correspondant a la configuration initiale et a la nouvelle
configuration, la somme des pertes totales de puissance active, le minimum de tension et a
quel jeu de barres du réseau. Pour la nouvelle configuration, les pertes totales sont réduites de
203 kW a140 kW avec un taux de réduction de 30.93% ce qui refléte clairement I’impact de la
reconfiguration optimale du réseau sur la réduction des pertes totales de puissance active du
réseau IEEE33-bus.

Le tableau IV.5 présente une synthése comparative des résultats obtenus avant et apres la
reconfiguration du réseau IEEE-33 bus, réalisée a I’aide de 1’algorithme NSGA-II. Ce tableau
inclut les positions des interrupteurs opérationnels correspondant a la configuration initiale et
a la configuration optimisée, ainsi que les valeurs associées a :

e la somme des pertes totales de puissance active dans le réseau,

e la tension minimale observée,

e ctle jeu de barres correspondant a cette tension minimale.

Dans la configuration initiale, les pertes actives totales s’éléevent a 203 kW. Aprées
reconfiguration par NSGA-II, ces pertes sont réduites a 140 kW, ce qui correspond a une
diminution de 30.93 %. Cette amélioration traduit 1’efficacité de la reconfiguration optimale
dans la réduction des pertes €nergétiques, en redistribuant intelligemment les flux de
puissance a travers le réseau.

Ce résultat met en évidence ’apport significatif de 1’algorithme NSGA-II dans
I’optimisation de la topologie du réseau de distribution, en permettant une meilleure
exploitation des ressources existantes tout en respectant les contraintes de stabilité, de

radialité et de qualité de tension.
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IV.3.2.3. Optimisation de la compensation réactive dans la nouvelle configuration
reconfigurée (par NSGA-II)

Apres avoir identifié une topologie optimale du réseau IEEE-33 bus a travers la
reconfiguration (branches ouvertes : (32, 7, 28, 14, 9), ’algorithme NSGA-II a ét¢ utilis¢ dans
une seconde ¢étape afin d’optimiser exclusivement la compensation réactive. L objectif est ici
de déterminer les emplacements optimaux des condensateurs ainsi que les valeurs de
puissance réactive a injecter, dans la configuration topologique déja fixée, afin d’améliorer
encore les performances électriques du réseau.

L’optimisation porte sur deux critéres :

e A minimisation des pertes actives ;

e laréduction de la déviation de tension par rapport a la valeur nominale (1 p.u.).
Résultats de I’optimisation
La meilleure solution obtenue par 1’algorithme NSGA-II a conduit a la configuration de
compensation suivante :
Bus de compensation : (30, 8§, 11)

e Puissances réactives injectées : [0.48634, 0.15278, 0.38413] MVAr

e Tension minimale : 0.95045 p.u.

e Pertes actives totales : 0.09720 MW

e Pertes réactives totales : 0.06143 MVAr
La (fig. IV.7) illustre la nouvelle configuration optimale du réseau en présence de
condensateurs, obtenue a 1’aide de 1’algorithme NSGA-II. Dans cette représentation :

e les lignes continues correspondent aux branches actives (fermées),

e tandis que les espaces entre les bus indiquent les branches ouvertes (hors service).
Cette topologie optimisée respecte pleinement la structure radiale requise pour le bon
fonctionnement du réseau de distribution. Elle garantit ¢galement une alimentation compléte
de I’ensemble des charges connectées, tout en intégrant la compensation réactive de maniere

stratégique afin d’améliorer les performances énergétiques du systéme.
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34 (36)

Figure IV.7 : Réseau IEEE33-bus avec la nouvelle configuration optimale en présence des
condensateurs obtenue par NSGA-II

Configuration initiale
1 Nouvelle configuration
Nouvelle configuration avec compensation optimale

0.99 [

0.98 [

0 5 10 15 20 25 30 35
Bus

Figure I'V.8 : Profil de tension du réseau de distribution IEEE 33-bus avant reconfiguration, nouvelle
configuration et nouvelle configuration avec compensation optimale

La (fig. IV.8) présente une comparaison des profils de tension obtenus pour les trois cas
étudiés :

1. la configuration initiale du réseau,

2. la configuration optimisée par reconfiguration seule,
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3. et la configuration optimisée avec compensation réactive optimisée.

On observe clairement que le profil de tension s’améliore progressivement d’un
scénario a I’autre. Dans la configuration initiale, plusieurs bus présentent des tensions proches
ou inférieures a 0.95 p.u., ce qui peut compromettre la qualité de I’alimentation. L application
de la reconfiguration via 1’algorithme NSGA-II permet déja de corriger partiellement ces
déficiences, en réorientant les flux de puissance et en réduisant les chutes de tension sur
certaines branches critiques.

Toutefois, c’est avec I’ajout de la compensation réactive optimale, injectée aux
emplacements stratégiques déterminés par NSGA-II, que le meilleur profil de tension est
obtenu. Les tensions sont alors nettement rehaussées et uniformisées sur I’ensemble des jeux
de barres, et la tension minimale atteint désormais 0.95045 p.u., franchissant le seuil de
sécurité généralement requis pour les réseaux de distribution (> 0.95 p.u.).

Ce résultat démontre que la combinaison de la reconfiguration et de la compensation offre une
synergie efficace, permettant non seulement de réduire les pertes, mais aussi d’améliorer
significativement la stabilité et la qualité de 1’alimentation dans le réseau. Cela valide
pleinement I’approche multi-objectif adoptée dans cette étude.

Tableau IV.6 : Résultats avant reconfiguration, apres reconfiguration sans Cs et apres reconfiguration

avec Cs du réseau IEEE33-bus par NASGA-IL

Configuration | Nouvelle configuration Nouvelle configuration avec
initiale (optimisée par NSGA-II) | compensation réactive optimale
(par NSGA-II)
Interrupteurs 33, 34, 35, 36, 32,7,28,14,9 32,7,28,14,9
opérationnels 37
Pertes de puissance 302,7 140.7 112.05
(kW)
Minimum de 0.3131 0.9413 0.9505
tension (pu)
Bus a minimum de 18 32 33
tension
Emplacement des - - [30, 8, 11]
Cs
Tailles - - [0.48634, 0.15278, 0.38413]
opérationnelles des
Cs
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Le tableau (IV.6) présente une synthése comparative des résultats obtenus pour le réseau
IEEE-33 bus dans trois configurations successives, toutes évaluées a I’aide de 1’algorithme
NSGA-II:

1. La configuration initiale, avec la structure du réseau avant optimisation.

2. La nouvelle configuration optimisée par reconfiguration seule.

3. La configuration optimisée intégrant a la fois la reconfiguration et la compensation réactive
(Cs).

Ce tableau met en évidence plusieurs éléments clés :

e Les positions des interrupteurs opérationnels dans chaque scénario,

e Les valeurs des pertes totales de puissance active,

e Leniveau de la tension minimale et le jeu de barres concerné,

e Les emplacements et tailles optimales des condensateurs (Cs) pour le dernier scénario.
Dans la configuration optimisée avec compensation, les pertes actives totales sont réduites a
112.05 kW, soit une diminution de :

o 44.72 % par rapport a la configuration initiale (203 kW),

e et 24.95 % par rapport a la configuration optimisée sans compensation (140 kW).

En paralléle, la tension minimale du réseau est relevée a 0.95045 p.u., contre 0.9413 p.u. dans
la reconfiguration seule, et 0.9131 p.u. dans la configuration initiale. Cette amélioration
significative du profil de tension permet de satisfaire les exigences de qualité d’alimentation
fixées dans les normes d’exploitation des réseaux de distribution (généralement > 0.95 p.u.).
Ces résultats soulignent I’efficacité de 1’approche hybride basée sur NSGA-II, qui permet de
co-optimiser la structure du réseau (par la reconfiguration) et sa performance ¢électrique (par la
compensation réactive ciblée). L’ajout des condensateurs, judicieusement localisés et
dimensionnés par I’algorithme, permet de soulager les lignes surchargées, de réduire les
pertes ohmiques, et d’améliorer la stabilité des tensions a travers I’ensemble du réseau.

Ainsi, I’intégration conjointe de la reconfiguration optimale et de la compensation réactive
représente une solution robuste et efficace pour améliorer la fiabilité, 1’efficacité énergétique

et la qualité de service dans les réseaux de distribution intelligents.
IV.4. Conclusion

Ce chapitre a présenté une approche méthodologique fondée sur 1’algorithme NSGA-II
pour résoudre le probleme de reconfiguration optimale des réseaux de distribution €lectriques,

appliquée au réseau de test IEEE-33 bus. Trois scénarios ont été étudiés et comparés :
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1-La configuration initiale du réseau sans optimisation,
2-La reconfiguration optimale seule (ouverture de 5 interrupteurs pour minimiser les pertes),
3-La reconfiguration optimale combinée a une compensation réactive ciblée (placement et
dimensionnement de condensateurs).
Les résultats obtenus montrent que la reconfiguration du réseau, méme sans compensation,
permet déja une réduction significative des pertes actives et une amélioration du profil de
tension. Cependant, 1’intégration conjointe des condensateurs dans la configuration optimisée
permet d’aller plus loin en :

e am¢éliorant davantage les tensions minimales (passant de 0.9131 a4 0.95045 p.u.),

e ctréduisant les pertes actives jusqu’a 112.05 kW, soit une réduction de 44.72 % par

rapport a la configuration initiale.

L’algorithme NSGA-II s’est révélé particulierement efficace pour traiter ce probléme multi-
objectif et contraint, en assurant la radialité du réseau, I’alimentation compléte des charges, et
I’optimisation conjointe de plusieurs critéres de performance.
Ces résultats confirment que la reconfiguration intelligente, associée a une compensation
réactive optimisée, constitue une stratégie puissante pour améliorer ’efficacité énergétique, la

qualité de tension, et la résilience des réseaux de distribution modernes.
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Le présent mémoire a porté sur 1’étude et I’optimisation de la reconfiguration des
réseaux de distribution d’énergie €lectrique, avec pour objectif principal la réduction des pertes
actives, I’amélioration du profil de tension, et le renforcement de la stabilité opérationnelle du
réseau.

Dans un premier temps, nous avons présenté les fondements théoriques des réseaux
¢lectriques, en mettant I’accent sur les caractéristiques particuliéres des réseaux de distribution,
leur fonctionnement, leur évolution vers des architectures plus intelligentes, et les enjeux liés a
leur gestion.

Nous avons ensuite détaillé les principes de I’écoulement de puissance, indispensable
pour I’analyse du comportement du réseau en régime permanent, en abordant notamment les
spécificités des réseaux de distribution radiaux, ou les chutes de tension et les pertes sont plus
marquées.

Face a la complexité croissante des problémes d’optimisation multi-objectifs dans ce
contexte, nous avons justifi¢ le recours aux métaheuristiques, en particulier 1’algorithme
NSGA-II, reconnu pour sa capacité a générer un ensemble de solutions optimales non dominées
tout en respectant les contraintes du systeme.

L’application de cette approche au réseau de distribution IEEE-33 bus a permis d’évaluer les
performances de reconfiguration dans plusieurs scénarios :

+ La configuration initiale sans optimisation,

4 La reconfiguration optimale du réseau,

+ Et enfin, la reconfiguration combinée a une compensation réactive optimale a I’aide de

condensateurs.

Les résultats ont montré que :

v’ La reconfiguration seule permet une réduction importante des pertes actives (jusqu’a

30.93 %),

v L’intégration de la compensation réactive permet d’atteindre une réduction encore plus

significative des pertes (jusqu’a 44.72 %),

v" Le profil de tension est considérablement amélioré, avec une tension minimale relevée
de 0.9131 p.u. a 0.95045 p.u., satisfaisant ainsi les exigences de qualité de service.
Ces résultats confirment 1’efficacité de 1’approche multi-objectif basée sur NSGA-II pour

la reconfiguration intelligente des réseaux de distribution. L’algorithme a permis d’optimiser
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simultanément la topologie et les parametres de compensation, tout en respectant les contraintes
techniques du systéme (radialité, alimentation continue des charges, tensions admissibles).
Perspectives
Ce travail ouvre plusieurs perspectives d’amélioration et d’approfondissement, notamment :
o L’extension de la méthode au réseau IEEE-69 bus ou a des réseaux réels plus
complexes,
o L’intégration de sources d’énergie renouvelables (GEDs) avec profils de production
variables,
o L’ajout de contraintes dynamiques, telles que la charge variable ou les scénarios de
défauts,
o L’utilisation d’approches hybrides, combinant NSGA-II avec des modeles prédictifs
(ex. : LSTM) ou des systémes flous pour renforcer la prise de décision.
En somme, I’approche proposée constitue une solution performante, évolutive et adaptable
aux enjeux actuels de la gestion intelligente des réseaux de distribution, dans un contexte de

transition énergétique et de décentralisation des ressources.
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Annexe 1
Table (A1.1) Caractéristiques techniques des branches du réseau de distribution radial IEEE 33-bus

Branche NC. Ji el(l1 éi:at:rres de J e(lil’::rli)‘a:g:s Résistance (Q) Réactance (Q)
1 1 2 0.0922 0.0470
2 2 3 0.4930 0.2512
3 3 4 0.3661 0.1864
4 4 5 0.3811 0.1941
5 5 6 0.8190 0.7070
6 6 7 0.1872 0.6188
7 7 8 0.7115 0.2351
8 8 9 1.0299 0.7400
9 9 10 1.0440 0.7400

10 10 11 0.1967 0.0651
11 11 12 0.3744 0.1298
12 12 13 1.4680 1.1549
13 13 14 0.5416 0.7129
14 14 15 0.5909 0.5260
15 15 16 0.7462 0.5449
16 16 17 1,2889 1.7210
17 17 18 0.7320 0.5739
18 2 19 0.1640 0.1565
19 19 20 1.5042 1.3555
20 20 21 0.4095 0.4784
21 21 22 0.7089 0.9373
22 3 23 0.4512 0.3084
23 23 24 0.8980 0.7091
24 24 25 0.8959 0.7071
25 6 26 0.2031 0.1034
26 26 27 0.2842 0.1447
27 27 28 1.0589 0.9338
28 28 29 0.8043 0.7006
29 29 30 0.5074 0.2585
30 30 31 0.9745 0.9629
31 31 32 0.3105 0.3619
32 32 33 0.3411 0.5302
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Table (A1.2) Caractéristiques techniques des jeux de barres du réseau de distribution radial

IEEE 33-bus
Bus Number P(kW) Q(kVar)
1 0 0
2 100 60
3 90 40
4 120 80
5 60 30
6 60 20
7 200 100
8 200 100
9 60 20
10 60 20
11 45 30
12 60 35
13 60 35
14 120 80
15 60 10
16 60 20
17 60 20
18 90 40
19 90 40
20 90 40
21 90 40
22 90 40
23 90 50
24 420 200
25 420 200
26 60 25
27 60 25
28 60 20
29 120 70
30 200 600
31 150 70
32 210 100
33 60 40
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ANNEXE 2
Table (A2.1) Caractéristiques techniques des branches du réseau de distribution radial IEEE
69-bus
Branche N°. Jeude jbarres Jeude bqnes Résistance Réactance
de départ d’arrivées (pw) (pu)

1 1 2 0.000001 0.000001
2 2 3 0.000001 0.000001
3 3 4 0.000001 0.000002
4 4 5 0.000016 0.000018
5 5 6 0.000228 0.000116
6 6 7 0.000238 0.000121
7 7 8 0.000058 0.000029
8 8 9 0.000031 0.000016
9 9 10 0.000511 0.000169
10 10 11 0.000117 0.000039
11 11 12 0.000444 0.000147
12 12 13 0.000643 0.000212
13 13 14 0.000651 0.000215
14 14 15 0.00066 0.000218
15 15 16 0.000123 0.000041
16 16 17 0.000234 0.000077
17 17 18 0.000003 0.000001
18 18 19 0.000204 0.000068
19 19 20 0.000131 0.000043

20 20 21 0.000213 0.00007
21 21 22 0.000009 0.000003
22 22 23 0.000099 0.000033
23 23 24 0.000216 0.000071
24 24 25 0.000467 0.000154
25 25 26 0.000193 0.000064
26 26 27 0.000108 0.000036
27 3 28 0.000003 0.000007
28 28 29 0.00004 0.000098
29 29 30 0.000248 0.000082
30 30 31 0.000044 0.000014
31 31 32 0.000219 0.000072
32 32 33 0.000523 0.000176
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33 33 34 0.001066 0.000352
34 34 35 0.00092 0.000304
35 4 36 0.000002 0.000005
36 36 37 0.000053 0.00013

37 37 38 0.000181 0.000442
38 38 39 0.000051 0.000125
39 8 40 0.000058 0.00003

40 40 41 0.000207 0.00007

41 9 42 0.000109 0.000055
42 42 43 0.000127 0.000065
43 43 44 0.000177 0.00009

44 44 45 0.000176 0.000089
45 45 46 0.000992 0.000333
46 46 47 0.000489 0.000164
47 47 48 0.00019 0.000063
48 48 49 0.000241 0.000073
49 49 50 0.000317 0.000161
50 50 51 0.000061 0.000031
51 51 52 0.00009 0.00046

52 52 53 0.000443 0.000226
53 53 54 0.00065 0.000331
54 11 55 0.000126 0.000038
55 55 56 0.000003 0.000001
56 12 57 0.000461 0.000152
57 57 58 0.000003 0.000001
58 3 59 0.000003 0.000007
59 59 60 0.00004 0.000098
60 60 61 0.000066 0.000077
61 61 62 0.000019 0.000022
62 62 63 0.000001 0.000001
63 63 64 0.000454 0.000531
64 64 65 0.000193 0.000226
65 65 66 0.000026 0.00003

66 66 67 0.000006 0.000007
67 67 68 0.000068 0.000086
68 68 69 0.000001 0.000001

65



Annexes

Table (A2.2) Caractéristiques techniques des jeux de barres du réseau de distribution radial IEEE 69-

bus

Bus Number P(pu) Q(pu)
1 0 0
2 0 0
3 0 0
4 0 0
5 0 0
6 0 0
7 0.026 0.022
8 0.404 0.3
9 0.75 0.54
10 0.3 0.22
11 0.28 0.19
12 145 1.04
13 145 1.04
14 0.08 0.055
15 0.08 0.055
16 0 0
17 0.455 0.3
18 0.6 0.35
19 0.6 0.35
20 0 0
21 0.01 0.006
22 1.14 0.81
23 0.053 0.035
24 0 0
25 0.28 0.2
26 0 0
27 0.14 0.1
28 0.14 0.1
29 0.26 0.186
30 0.26 0.186
31 0 0
32 0 0
33 0 0
34 0.14 0.1
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35 0.195 0.14
36 0.06 0.04
37 0 0
38 0.79 0.564
39 0.79 0.564
40 3.847 2.745
41 3.847 2.745
42 0.036 0.027
43 0.0435 0.035
44 0.264 0.19
45 0.24 0.172
46 0 0
47 0 0
48 0 0
49 1 0.72
50 0 0
51 12.44 8.88
52 0.32 0.23
53 0 0
54 227 1.62
55 0.59 0.42
56 0.18 0.13
57 0.18 0.13
58 0.28 0.2
59 0.28 0.2
60 0.26 0.1855
61 0.26 0.1855
62 0 0
63 0.24 0.171
64 0.24 0.17
65 0.012 0.01
66 0 0
67 0.06 0.043
68 0 0
69 0.3922 0.263
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