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Abstract 
 

 

 

The Internet of Medical Things (IoMT) revolutionizes healthcare by enabling real-time 

monitoring and remote care but introduces significant security vulnerabilities. This thesis 

proposes an intrusion detection system (IDS) using the XGBoost algorithm to address these 

vulnerabilities. Utilizing the WUSTL-EHMS-2020 dataset, which integrates network flow 

metrics and patient biometric data, our model demonstrates superior performance with 

99.11% accuracy, 98.05% recall, and a prediction time of 0.02 seconds. Comparative analysis 

with other machine learning models underscores the effectiveness of our approach. The 

results highlight the potential of ensemble learning methods in enhancing IoMT security, 

ensuring the protection of sensitive medical data and patient safety in interconnected 

healthcare environments 

 

Keywords: Intrusion Detection, IoMT, WUSTL-EHMS-2020, XGBoost, Machine 

learning. 



Résumé  
 

 

 

 

L’Internet des Objets Médicaux (IoMT) révolutionne les soins de santé en permettant 

une surveillance en temps réel et des soins à distance, mais introduit d’importantes 

vulnérabilités de sécurité. Cette thèse propose un système de détection d’intrusion (IDS) 

utilisant l’algorithme XGBoost pour répondre à ces vulnérabilités. En utilisant le jeu de 

données WUSTL-EHMS-2020, qui intègre des métriques de flux réseau et des données 

biométriques de patients, notre modèle démontre une performance supérieure avec une 

précision de 99,11 %, un rappel de 98,05 %, et un temps de prédiction de 0,02 secondes. 

Une analyse comparative avec d’autres modèles d’apprentissage automatique souligne 

l’efficacité de notre approche. Les résultats mettent en évidence le potentiel des méthodes 

d’apprentissage ensembliste pour améliorer la sécurité de l’IoMT, assurant la protection 

des données médicales sensibles et la sécurité des patients dans des environnements de 

soins interconnectés. 

 

Mots-clés: Détection d’intrusion, IoMT, WUSTL-EHMS-2020, XGBoost, Apprentissage 

automatique 
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Introduction 

 
The Internet of Medical Things (IoMT) has emerged as a transformative technology in 

healthcare, offering real-time patient monitoring and remote data collection. It holds 

immense potential for managing chronic diseases, providing remote patient care, and 

facilitating early disease detection. For example, insulin pumps can automatically 

regulate blood sugar levels in diabetic patients, and pacemakers can deliver life-saving 

electrical shocks during heart arrhythmias. IoMT applications also include fall detection 

for the elderly, performance monitoring for athletes, and improved access to healthcare 

in underserved areas. 

Moreover, IoMT generates vast amounts of detailed medical data, enabling more 

efficient treatments, reducing medical errors, and facilitating earlier disease 

identification. This translates to quicker interventions, improved patient outcomes, and 

cost savings for stakeholders such as insurance companies and healthcare providers. 

Remote access to medical data by healthcare professionals and families further 

enhances care delivery by eliminating unnecessary hospital visits and optimizing 

resource utilization. 

However, despite the significant benefits of IoMT, its widespread adoption faces a major 

hurdle: security vulnerabilities. The reliance on wireless communication for data 

transmission from sensors to servers creates pathways for attackers to exploit. 

Compromised data confidentiality, integrity, and availability can lead to incorrect 

treatments and jeopardize patient safety. Conventional security solutions designed for 

typical IT networks are often inadequate for IoMT due to the inherent limitations of 

these devices, including resource constraints, diverse device types, and complex 

network configurations. While initial IoMT security efforts have employed 
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cryptography, authentication, and trust-based techniques, these methods struggle to 

address evolving and sophisticated threats targeting IoMT systems. 

This growing concern for IoMT security necessitates the development of robust 

intrusion detection systems (IDS). Traditional signature-based IDS approaches are 

limited in their ability to detect novel attacks. Machine learning, particularly ensemble 

learning methods, offers a promising avenue for intrusion detection in IoMT networks. 

Ensemble learning models can learn complex data patterns and identify anomalies 

indicative of malicious activity. 

The aim of this project is to propose and implement an IDS for IoMT networks using 

XGBoost, a powerful ensemble learning algorithm. We investigate the effectiveness of 

XGBoost in identifying and mitigating security threats within the IoMT ecosystem. 

This thesis is structured into three main chapters: 

Chapter 1 provides an overview of the Internet of Medical Things, including its 

architecture, challenges, and limitations and security threat it may face.  

Chapter 2 reviews related work, examining the strengths and weaknesses of existing 

approaches.  

Chapter 3 outlines the methodology and implementation details of our proposed 

machine learning-based intrusion detection system. We describe the dataset used for 

training and evaluation, discuss the preprocessing steps employed, and present the 

ensemble learning algorithms utilized. Furthermore, we evaluate and compare the 

performance of these algorithms, providing insights into their predictive capabilities and 

potential for clinical adoption.  

Finally, the conclusion summarizes the key findings and proposes avenues for future 

research. 
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Chapter 1 
Internet of Medical Things 

(IoMT) 

 

1.1 Introduction 

The number of connected devices has been constantly increasing due to the arrival of 

new paradigms like the Internet of Things (IoT) and the evolution of communications 

systems. Different IoT applications and environments have impacted our daily activities. 

In this chapter, we focus on Internet of Medical Things (IoMT), providing a definition and 

their types and architecture, as well as the challenges and limitations and finally the 

security threat these devices. 

1.2 What is IoMT 

The Internet of Medical Things (IoMT) is a network of interconnected medical devices 

and sensors that can transmit real-time data to healthcare providers. By integrating IoMT, 

smart hospitals can collect and analyze patient data from various sources, including 

wearable devices, smart sensors, and medical equipment such as electrocardiography, 

electromyography, and electroencephalography. This data can help healthcare providers 

make informed decisions, improve patient outcomes, optimize clinical workflows, and 

even save lives [1]. 
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1.3 The raise of IoMT 

       The healthcare landscape has undergone a digital revolution, transforming how we 

manage and utilize health data. The journey began in the 1990s with Healthcare 1.0, 

where doctors transitioned from paper records to digital entries stored in specialized 

systems. Healthcare 2.0 saw hospitals integrate data across individual doctors' 

computers.  Healthcare 3.0 introduced the Electronic Health Record (EHR), creating a 

centralized repository of a patient's medical history.  

Today, we're in the era of Healthcare4.0, witnessing the integration of artificial 

intelligence, big data analytics, and the Internet of Medical Things (IoMT), including 

sensors and wearables. This data empowers healthcare professionals with more accurate 

diagnoses, improved treatment decisions, and cost control insights. This ongoing 

evolution promises a future where healthcare is increasingly connected, efficient, and 

patient-centered, paving the way for the anticipated Healthcare 5.0, which aims to 

integrate emotional intelligence into patient care [3].    

 

Figure 1. 1: The groing trend of healthcare [3]. 
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1.4 IoMT Ecosystems 

Smart healthcare systems are organized into various ecosystems, each characterized by 

specific types of IoMT devices [2,4,5], as illustrated in Figure 1.2 [6].  

 The On-Body ecosystem is made up of wearable technologies such as fitness trackers 

and smartwatches, as well as implantable devices like glucose monitors, and even smart 

clothing with embedded sensors. 

 In-Home ecosystem consists of portable medical equipment like blood pressure 

monitors, telemedicine devices for remote consultations, and smart medication dispensers.  

  In-Clinic ecosystem pertains to outpatient medical services with devices like portable 

electrocardiogram monitors and patient check-in kiosks.  

 In-Hospital ecosystem includes a collaborative environment of patients, healthcare 

professionals, and a diverse range of medical machinery, such as network-connected 

defibrillators, surgical tables, electrocardiogram machines, and smart beds that adjust 

settings for patient comfort and alert staff to patient needs. 

 

Figure 1. 2: IoMT Ecosystem [6]. 
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1.5 Architecture of IoMT 

The architecture of the IoMT can be described as a multi-layered framework, with each 

layer serving distinct functions and responsibilities [7-8], as depicted in Figure 1.3. 

1.5.1 Perception Layer 

This is the first layer, also known as the sensor layer. It consists of various medical 

devices and sensors that directly interact with the environment to collect data. Examples 

include wearable devices like heart rate monitors, glucose meters, and other health 

monitoring sensors. 

1.5.2 Network Layer 

The second layer is responsible for the transmission of the collected data. It uses 

communication protocols and network technologies to send the sensor data to the 

processing units. This layer ensures that data is securely and efficiently transmitted to the 

next layer for further processing. 

1.5.3 Application Layer 

 The third layer is where the data is utilized to provide valuable insights and services. It 

includes applications and services that process and analyze the data to support healthcare 

decisions and patient care. This layer also encompasses the user interface through which 

healthcare providers and patients interact with the IoMT system. 

 

Figure 1. 3: IoMT Architecture [8]. 
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1.6 Challenges and Limitations 

Currently, the Internet of Medical Things (IoMT) is a rapidly growing field, but it does 

come with several limitations and challenges [36,37]: 

 Security: Security in the Internet of Medical Things (IoMT) is a paramount concern 

due to the highly sensitive nature of health-related data. The primary security 

challenges include the risk of data breaches, which could lead to the exposure of 

personal health information, and the potential for device tampering, which can 

compromise the integrity of medical data and device functionality 

 Resource Limitations: Unlike traditional computers, IoMT devices often have 

limited processing power and storage capacity. This restricts the implementation 

of robust security measures like complex encryption algorithms. 

 Interoperability: Connecting devices from different vendors can be difficult. 

There’s a need for a standardized approach to ensure seamless communication 

between various IoMT devices. 

 Scalability: As the number of connected devices grows, the existing infrastructure 

may struggle to support the increased load. This includes limitations in 

computation capability and communication protocols. 

 Regulatory and Legal Issues: The IoMT ecosystem involves many stakeholders, 

which can complicate the legal and regulatory landscape. Compliance with various 

laws and regulations is essential but can be difficult to navigate. 

 

1.7 Security threat 

 Internet of Medical Things (IoMT) environments are susceptible to various security 

threats These threats target the core principles of cybersecurity [38], often referred to 

as the CIA triad Figure1.4: 
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Figure 1. 4: CIA triad [9]. 

 

 Confidentiality: Ensuring that sensitive patient data is accessed only by 

authorized individuals. Breaches of confidentiality can lead to privacy 

violations and misuse of personal health information. 

 Integrity: Maintaining the accuracy and reliability of data. Attacks on integrity 

can result in altered patient records, leading to misdiagnoses or inappropriate 

medical interventions. 

 Availability: Keeping IoMT services and data accessible to authorized users, 

especially for critical healthcare operations. Attacks that disrupt availability can 

have life-threatening consequences. 

 Understanding these threats is crucial for developing effective security measures and 

safeguarding the IoMT ecosystem. Here's a breakdown of common intrusion types that 

can face them: 

o Man-in-the-Middle (MitM) Attacks:  An attacker positions itself between  

two communicating devices so he has the capability to surreptitiously monitor and 

record all the data exchanged. Furthermore, they possess the ability to manipulate 

the communication by injecting fraudulent messages, potentially altering the 

information relayed or decisions made based on that data [10]. 

o False Data Injection Attack: This type of assault targets the integrity of data  

within IoMT networks. It involves the deliberate insertion of erroneous or 

manipulated data into the system. The aim is to disrupt the normal functioning of 

medical sensors and data analytics, leading to flawed operational decisions. Such 

attacks can have serious implications, potentially resulting in incorrect medical 
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interventions or diagnoses. [11] 

o Denial of Service (DoS) Attack: This type of assault is executed with the  

intent to disrupt the normal operations of a targeted system, server, or network by 

overwhelming it with a flood of internet traffic. The attacker’s goal is to render the 

service inaccessible to its intended users. A Distributed Denial of Service (DDoS) Attack 

amplifies this strategy by launching the offensive from a multitude of sources, making 

it more challenging to mitigate and trace back to the origin [7]. 

o Physical Tampering: This can include modifying the device’s hardware to  

disrupt its functionality, exploiting firmware vulnerabilities to install malware, or 

altering the device’s configuration settings gaining command over the device’s 

functions [12] 

o Ransomware: It refers to a type of malicious software designed to encrypt  

sensitive data like patient records, rendering it inaccessible then demand a ransom 

payment in exchange for providing the decryption key to unlock the encrypted data. 

Ransomware attacks targeting IoMT systems can disrupt critical medical services.[12] 

o Eavesdropping: also known as passive interception or sniffing, occurs when  

an unauthorized party intercepts and listens to the data being transmitted between 

IoMT devices and the network. This can include sensitive patient information, 

authentication credentials, or other confidential communications. The attacker 

typically uses this information for malicious purposes, such as identity theft, fraud, or 

further network infiltration [12].  

o Jamming Attacks: Jamming attacks specifically target the wireless  

communication channels used by IoMT devices. By flooding the channel with 

interference or noise, attackers can disrupt the transmission of data, leading to a loss 

of service [7].  
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1.8 Conclusion 

In this chapter, we provided a general introduction to IoMT, including its definition, 

the evolution of healthcare system, Ecosyste m and architectures of IoMT, and some 

of their challenges and limitations and finally the security threat these devices. In recent 

years, machine learning has emerged as a promising tool for intrusion detection in 

medical IOT.  In the next chapter, we will review the literature on security techniques for 

IoMT. 
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Chapter 2 

 Related Works 

 

2.1 Introduction 

The burgeoning field of the Internet of Medical Things (IoMT) necessitates sophisticated 

security measures to protect against cyber threats. This chapter gives an overview of available 

datasets that are essential for evaluating intrusion detection systems and then reviews 

existing security techniques for IoMT. 

2.2 Available Datasets for IoMT 

In IoMT datasets are collections of data that reflect real-world medical settings. To test 

IDS systems in healthcare, we need datasets that include a variety of medical devices and 

the unique types of data and sensors used in IoMT. These datasets should also address 

the special security and privacy issues that IoMT systems face. In this section, we explore 

various datasets available for IoMT [2]. 

 The WUSTL-EHMS-2020 dataset is a comprehensive collection created using an 

Enhanced Healthcare Monitoring System testbed, which includes network flow 

metrics and patients' biometrics available on [39]. It's designed to address the 

lack of datasets combining these elements [25]. 

 The ECU-IoHT dataset is a specialized collection designed to simulate various 

cyberattacks within an IoMT environment available on [40]. It was created to aid 

the healthcare security community in analyzing attack behavior and developing 
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robust countermeasures against vulnerabilities [24]. 

 The IoT-Flock framework features an open-source data generator tool for 

creating realistic IoT healthcare scenarios with both normal and malicious device 

traffic. It facilitates the generation of datasets for cybersecurity research, 

particularly for developing machine learning models to detect and prevent cyber-

attacks in healthcare systems [41]. 

 

2.3 Literature Review on Security Techniques 

for IoMT 

This thesis followed a structured research methodology involving a comprehensive 

database search, including IEEE Xplore, Springer, ScienceDirect, Elsevier, and MDPI. Keywords 

such as 'intrusion detection', 'IoMT security', 'IoMT security techniques', 'attack detection', 

'machine learning', 'deep learning', 'smart healthcare', 'Internet of Medical Things', 'IoMT', 

'Internet of Health Things', 'IoHT', and 'MIoT' were used. Publications from 2019 to 2024 that 

met the inclusion criteria were selected.  

The literature review is categorized into five major security approaches: encryption and 

cryptography-based approaches, access control-based approaches, authentication-based 

approaches, intrusion detection-based approaches, machine learning-based approaches, and 

deep learning-based approaches. 

 

2.3.1 Encryption 

Encryption is a critical security measure in the IoMT realm, serving as the first line of 

defense against unauthorized access to sensitive medical data. It involves converting data into 

a coded format that can only be accessed and deciphered by individuals with the correct 

encryption key, ensuring that intercepted data remains unreadable and secure from potential 

cyber threats. 

In this work, a novel security architecture for IoMT is introduced, leveraging ciphertext 

policy attribute-based encryption (CP-ABE). This architecture addresses the challenge of 

dynamic encryption in response to changing patient conditions during remote monitoring. 

New components hosted on IoMT gateways facilitate encryption and decryption, ensuring the 

security of medical data in e-healthcare systems [53]. 
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2.3.2 Access control  

The process of restricting access to IoMT devices and data based on user roles and 

permissions. This ensures that only authorized users can access specific data or perform 

certain actions on IoMT devices. A common access control model is Role-Based Access Control 

(RBAC), which assigns permissions based on pre-defined user roles (e.g., doctor, nurse, 

patient) within the healthcare system. 

In this work [13] authors introduce D2DAC-IoMT, a certificate-based D2D access control 

scheme. Utilizing elliptic curve cryptography, D2DAC-IoMT offers enhanced security without 

compromising efficiency, as validated through formal and informal analyses. 

2.3.3 Authentication 

The process of verifying the legitimacy of a user or device attempting to connect to the 

IoMT network. This prevents unauthorized access and impersonation attacks. Multi-factor 

authentication (MFA) is a common approach, requiring users to provide multiple verification 

factors (e.g., password, fingerprint) to gain access. Digital certificates can also be used to 

establish trust between devices and servers within the IoMT network.  

In the study conducted by Deebak et al. [14], an authentic-based privacy preservation 

protocol for smart e-healthcare systems in the Internet of Things (IoT) is proposed. The 

research introduces a Secure and Anonymous Biometric Based User Authentication Scheme 

(SAB-UAS) designed to ensure secure communication within healthcare applications. This 

scheme aims to address the privacy preservation issues in the IoMT by providing a solution 

that not only authenticates users but also maintains their anonymity. 

2.3.4 Intrusion detection System 

 An Intrusion Detection System (IDS) is a security mechanism designed to monitor and 

analyze network traffic or system activities for signs of potential intrusions, which are 

unauthorized actions that threaten the confidentiality, integrity, or availability of information 

systems. It's a critical layer of defense in today's ever-evolving cybersecurity landscape [15-

16].  

a. Types of IDS in IoMT 

 Network-Based IDS (NIDS): These systems monitor network traffic for suspicious 

activity and are typically deployed at strategic points within the network to monitor 

traffic to and from all devices on the network. 
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 Host-Based IDS (HIDS): These are installed on individual devices or hosts and monitor 

the inbound and outbound packets from the device only, providing  

protection to individual IoMT devices. 

a. Detection Methods 

 Signature-Based Detection: This method relies on predefined signatures of known 

threats. It’s effective against known attacks but can’t detect new, unknown threats. 

 Anomaly-Based Detection: It creates a baseline of normal activity and uses machine 

learning or statistical methods to detect deviations from this norm, which could indicate 

an intrusion. 

2.3.5 Machine Learning-Based IDS 

Machine Learning-Based IDS is a system that leverage the power of machine learning 

algorithms to identify and respond to potential security threats within a network.  

These systems leverage various machine learning techniques, such as supervised learning, 

unsupervised learning, semi-supervised learning, reinforcement learning, and ensemble 

learning, to train predictive models capable of distinguishing between normal network 

behavior and anomalous or suspicious activities. 

a. Supervised learning is a machine learning approach where a model is trained to make 

predictions or decisions using labeled data. In this method, the algorithm is given a dataset 

comprising input variables “features” and their corresponding output variables “labels”. 

By examining the relationships in this labeled data, the model learns to associate the input 

features with the output labels [17]. The objective of supervised learning is to develop a 

model capable of accurately predicting or classifying new, unseen data based on the 

patterns learned from the training data. Common supervised learning algorithms used in 

ML-IDS include: 

 Support Vector Machines (SVM): is primarily used for classification problems but 

can also be applied to regression models. It is a linear model that provides solutions 

for both linear and nonlinear problems. SVM operates on the concept of margin 

calculation. By creating hyperplanes that effectively separate the dataset into 

different classes [18]. 

 Decision Trees (DT): A decision tree is a flexible algorithm used for both 

classification and regression tasks. It creates a tree-like structure where each node 
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represents a decision based on a specific feature, and branches show the possible 

outcomes. This continues until a final decision or prediction is made at the leaf 

nodes. Decision trees are easy to understand and interpret, making them a popular 

choice for many machine learning applications [19]. 

 Logistic Regression (LR): is employed for binary classification tasks, wherein the 

outcome variable possesses two potential categories. It establishes a model that 

correlates the input variables with the likelihood of belonging to a specific class [20]. 

b. Unsupervised learning: is a machine learning approach where algorithms discern 

patterns and relationships within unlabeled data without predefined output labels or 

specific guidance. In contrast to supervised learning, no target variables or labels are 

provided to the algorithm. Instead, it autonomously explores the data, identifying 

inherent structures or patterns, grouping similar items, and minimizing dataset 

dimensionality. The objective is to uncover latent patterns and arrange the data into 

meaningful clusters without explicit instructions on what to search for like Clustering 

techniques [17]. 

c. Semi-supervised learning combines elements of both supervised and unsupervised 

learning, using a small amount of labeled data in conjunction with a larger unlabeled 

dataset to improve model performance.  

d. Reinforcement learning (RL) is a branch of machine learning where an agent learns 

to make decisions by performing actions in an environment to achieve a reward. The agent 

improves its actions based on the feedback of rewards or penalties it receives, aiming to 

maximize the total reward over time [21]. 

e. Ensemble learning: Is a technique that combines multiple individual models, called 

base learners or weak learners, to create a more accurate and robust predictive model. 

The idea behind ensemble learning is that by combining the predictions of multiple models 

using a combination rule to obtain a single prediction, the ensemble model can overcome 

the limitations of individual models and achieve better performance [22]. Common 

ensemble techniques include: 

 Bagging (Bootstrap Aggregating): Bagging involves training multiple models  

in parallel on different subsets of the training data, which are generated by random 
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sampling with replacement. The final prediction is made by averaging (for 

regression) or majority voting (for classification) across all models [22]. 

Random Forest (RF) is a classic example of a bagging method. It creates an 

ensemble of decision trees, each trained on a different subset of the data, and 

combines their predictions to produce the final output. 

 Boosting:  trains models sequentially, where each model attempts to correct the 

errors of its predecessor. Models are added iteratively, and each new model 

focuses on the examples that were misclassified by previous models Misclassified 

samples get more weight, causing the base learner to focus on such samples. The 

final model is a weighted sum of all individual models [22]. 

Common Algorithms: XGBoost, AdaBoost, LightGBM. 

 Stacking: involves training multiple different models (first-level models) and then 

using another model (second-level or meta-model) to combine their predictions. 

The meta-model is trained on the outputs of the first-level models to produce the 

final prediction [22]. 

 Voting: Voting is technique where multiple classifiers, each providing a prediction 

for the same input sample, have their predictions combined through a voting 

process to form a final output. The voting can be either ‘hard’, where the majority 

class label is selected, or ‘soft’, where the average probability across all classifiers 

determines the class label [23].  

Several studies have applied these techniques to IoMT, leveraging machine learning to 

enhance security measures. The following are some important works: 

In a recent paper [24], the authors developed a dataset named ECU-IoHT designed to 

analyze attacks targeting the Internet of Health Things (IoHT). This dataset was created by 

performing several types of attacks targeting a healthcare environment containing devices 

such as temperature sensor, blood pressure sensor and heart rate sensor.   

 In [25], Hady et al. designed an Enhanced Healthcare Monitoring System (EHMS) testbed 

that monitors the patients’ biometrics data and collects network flow metrics. This system 

helped them to collect a dataset of 16 thousand records of normal and attack healthcare data.   

In a study referenced in [26], the authors describe their development of a network 

intrusion detection model that employs a tree classifier.   
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Oladimeji [27], developed an intrusion detection system for the Internet of Medical 

Things, employing machine learning to differentiate between normal and attack traffic.   

In this work [28], the authors propose an efficient and effective Anomaly-based Intrusion 

Detection System (AIDS) for IoMT networks. The system leverages host-based and network-

based techniques, considering computational costs. By using machine learning algorithms, it 

identifies abnormalities and malicious incidents in the IoMT network.   

In [29], Kilincer et al. proposed recursive feature elimination (RFE) and multilayer 

perceptron (MLP) model with 10-fold cross validation on   different datasets. 

In this study [30], the authors conducted a comparative analysis of various machine 

learning techniques for detecting intrusions in smart healthcare systems. They evaluated their 

proposed model using the UNSW-NB15 network intrusion benchmark dataset.   

In [31], the authors propose a machine learning-based anomaly detection system and 

evaluate it using the TON IoT dataset. The study implements several machine learning 

algorithms, including Random Forest, Decision Tree, Logistic Regression, Support Vector 

Machine (SVM), and K-Nearest Neighbor, with both binary and categorical classifications.   

 

2.3.6 Deep Learning-Based IDS 

 A Deep Learning-based Intrusion Detection System (IDS) utilizes neural networks and deep 

learning techniques to detect anomalies or cyber threats within network traffic or system 

behavior. These systems learn patterns from large amounts of data and can identify deviations 

from normal behavior, making them effective for securing complex environments like the 

Internet of Medical Things (IoMT). Now, let's proceed with the previous works in this category. 

Ravi et al. [32] In their paper, the authors present a deep learning-based approach for 

intrusion detection in IoMT systems, utilizing features from network flows and patient 

biometrics.   

In this research [33], the authors applied Principal Component Analysis (PCA) for feature 

reduction and utilized a multi-layer perceptron to effectively classify cyber-attacks on IoT-

based healthcare devices.   

 

Chaganti et al. [34] proposed a novel intrusion detection system that combines particle 
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swarm optimization with deep learning. Their methodology, termed PSO-DNN, was designed 

to implement an effective and accurate IDS within IoMT environments.   

[35 In this paper, the authors propose SafetyMed, a novel Intrusion Detection System (IDS) 

that combines Convolutional Neural Networks (CNN) and Long Short-Term Memory (LSTM) 

networks to protect Internet of Medical Things (IoMT) devices from cyber-attacks.   

 

2.4 Evaluation metrics of IDS  

When evaluating the effectiveness of Intrusion Detection Systems (IDS), several metrics are 

commonly used to assess their performance. 

2.4.1 Prediction time  

The duration an IDS takes to classify data, crucial for IoMT where immediate threat 

detection and response can be life-saving. It reflects the system's efficiency and suitability 

for real-time applications. 

2.4.2 Confusion matrix  

The confusion matrix is the best way to represent classification results so we can calculate 

the metrics  

– True positive (TP): Intrusions that are successfully detected by the IDS.  

– False positive (FP): Normal/non-intrusive behavior that is wrongly classified as intrusive 

by the IDS. 

 – True Negative (TN): Normal/non-intrusive behavior that is successfully labeled as 

normal/non-intrusive by the IDS. 

 – False Negative (FN): Intrusions that are missed by the IDS, and classified as normal/non-

intrusive 
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ACTUAL PREDICTED 

Attack Normal 

Attack TP FN 

Normal FP FN 

Table 2. 1: Confusion matrix. 

2.4.3 Accuracy 

Measures the proportion of correctly identified instances (both attacks and normal 

activities) out of the total instances 

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =
𝑻𝑷 + 𝑻𝑵

𝑻𝑷 + 𝑻𝑵 + 𝑭𝑷 + 𝑭𝑵
 

2.4.4 Recall 

Recall can be defined as the proportion of true positives with respect to all the 

positives that exist in the ground truth. 

𝑹𝒆𝒄𝒂𝒍𝒍 =
𝑻𝑷

𝑻𝑷 + 𝑭𝑵
 

2.4.5 Precision 

 Indicates the proportion of true positive alerts (correctly identified attacks) out of all 

alerts generated. 

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 =
𝑻𝑷

𝑻𝑷 + 𝑭𝑷
 

2.4.6 F1-Score 

 Defined as a harmonic mean of precision and recall. 

𝑭𝟏 − 𝑺𝒄𝒐𝒓𝒆 =
𝟐 × 𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 × 𝑹𝒆𝒄𝒂𝒍𝒍

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 + 𝑹𝒆𝒄𝒂𝒍𝒍
 

 

 A notable gap is the limited use of ensemble learning techniques, which are underutilized 

in the medical domain despite their potential benefits. This observation paves the way for the 

exploration of such methods, which may offer a promising avenue for enhancing the 

robustness and accuracy of intrusion detection systems. The introduction of an ensemble 

learning model in this research aims to fill this gap, potentially setting a new benchmark for 

performance in the field. 

 

 

(2.1) 

(2.2) 

(2.3) 

(2.4) 
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2.5 Conclusion 

In this chapter, we delve into the existing research related to our topic—the enhancement 

of security in the Internet of Medical Things (IoMT). By conducting a comprehensive 

comparative analysis of various methodologies, we arrive at a compelling conclusion: machine 

learning-based intrusion detection systems (IDS) offer the most effective approach. Building 

upon this insight, the subsequent chapter will introduce our proposed model.
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Chapter 3 
Methodology and Implementation 

 

 

 

 

3.1 Introduction 

This chapter This chapter details the methodology for developing a machine learning-based 

IDS for IoMT. It covers dataset selection, exploratory analysis, the rationale for choosing 

XGBoost, system architecture, implementation details, performance evaluation, a 

comparative analysis and a discussion of the findings. 

3.2 Dataset Description 

The dataset utilized in this study, known as WUSTL-EHMS-2020, is a specialized collection 

of data designed for cybersecurity research within the Internet of Medical Things (IoMT) 

domain. It was generated from a real-time Enhanced Healthcare Monitoring System (EHMS) 

testbed, which is a composite system that captures both network flow metrics and patient 

biometrics. This integration is particularly rare and valuable due to the scarcity of datasets 

that encompass both types of data.  Data flow starts from the sensors, passes through the 

gateway, and finally reaches the server for visualization. However, an attacker could 

potentially intercept this data before it reaches the server so we are in the transmission part 

[39].  

Among the various IoMT datasets available, the WUSTL-EHMS-2020 dataset was chosen 

for its unique combination of network flow metrics and patient biometric data. This 

comprehensive integration provides a more realistic and holistic view of the network's 

security posture, making it particularly suitable for research in detecting sophisticated cyber 

threats.   
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Below are the key characteristics and statistical details of the WUSTL-EHMS-2020 

dataset: 

 Features: 

Network flow metrics (35 features). 

Patients’ biometric features (8 features) [39]. 

 Type of Attacks: The dataset focuses on man-in-the-middle attacks [26], 

specifically: 

 Spoofing: Involves sniffing packets between the gateway and the server, 

compromising patient data confidentiality.  

 Data injection: Modifies packets on-the-fly, violating data integrity. 

 

Measurement Value 

Dataset size 4.4 MB 

Number of normal samples 14,272 (87.5%) 

Number of attack samples 2,046 (12.5%) 

Total number of samples 16,318 

Table 3. 1: Dataset statical informations [39]. 

3.3 Exploratory Data Analysis (EDA) 

The Exploratory Data Analysis (EDA) phase of our study was instrumental in uncovering the 

underlying structure and relationships within the “wustl-ehms-2020” dataset. This section 

details the methodologies employed in the EDA and the insights gleaned from this 

comprehensive analysis. 

 Our initial focus was on count analysis to understand the distribution of data across 

various features. This included: 

 Total Count: The number of observations within each feature. 

 Uniqueness: The number of unique values present in each feature. 

 Top Value and Frequency: The most common values and their occurrence 

rates, for example looking for which addresses suffered the most attacks. 

 Biometric Data Analysis: A key part of our EDA was the analysis of biometric data. We 
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scrutinized features such as heart rate, blood oxygen and temperature levels to: 

 Understand the normal operating ranges and detect any deviations that might 

indicate anomalies. 

 Investigate any relationships between biometric readings and the occurrence 

of attacks, which could suggest physiological responses to security breaches 

or system malfunctions. 

The EDA not only informed our preprocessing and model selection but also provided a 

foundation for hypothesis generation. 

 

3.4 Proposed model 

3.4.1 Model selection 

Initially, deep learning models were considered for the intrusion detection system due to 

their success in complex pattern recognition tasks. However, the limited size of the "wustl-

ehms-2020" dataset, comprising 16,000 samples, posed a significant challenge. Deep learning 

models generally require large datasets to train effectively and avoid overfitting. Our 

experiments confirmed that with the available data, deep learning models were unable to 

achieve the desired level of performance. 

Given the constraints of our dataset and due to the imbalance of the dataset, we pivoted 

to explore machine learning methods.  Especially Ensemble Methods that are inherently 

better at handling imbalanced data. Among these methods, XGBoost emerged as a particularly 

promising candidate. 

 Why XGBoost? 

XGBoost, or eXtreme Gradient Boosting, offers several compelling advantages that make 

it suitable for our application [42]: 

 Regularization: It includes regularization techniques that help prevent 

overfitting, which is particularly important when working with limited data 

 Performance: XGBoost has been shown to outperform other algorithms on 

tabular data, providing high accuracy and execution speed. 

 Flexibility: The algorithm allows for extensive hyperparameter tuning, enabling 

us to optimize the model specifically for our dataset. 
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 Interpretability: Unlike deep learning models, which can be seen as 'black 

boxes', XGBoost models are often more interpretable, allowing for a better 

understanding of feature importance and decision-making processes. 

 How XGBoost works? 

XGBoost is an ensemble learning method, which means it combines the predictions from 

multiple models (decision trees) to make a final prediction.  At its core, XGBoost uses the 

gradient boosting framework. It starts with a base model and sequentially adds new models 

(trees) that correct the errors made by the previous ones. The process continues until a 

stopping criterion is met, such as the number of trees reaching a specified limit or the error 

reduction falling below a threshold [43-44]. shown in the Figure 3.1. 

The XGBoost algorithm predicts the output as the sum of all tree results: 

�̂�𝑖 = ∑ 𝑓𝑘(𝑥𝑖)

𝑛

𝑘=1

,   𝑓𝑘  ∈  𝐹  

�̂�𝑖  : is the predicted value of ith instance xi. 

𝑓𝑘  : is the prediction of the kth tree. 

𝑥𝑖 :is the feature vector of the ith instance. 

The model’s objective function is a combination of a differentiable loss function 𝐿(𝜃) and 

a regularization term 𝛺(𝜃) that penalizes the complexity of the model, which helps to 

prevent overfitting: 

𝑂𝑏𝑗(𝜃) = ∑ 𝑙(𝑦𝑖 , �̂�𝑖)

𝑛

𝑖=1

+ ∑ 𝛺(𝑓𝑘)

𝐾

𝑘=1

 

where  �̂�𝑖  is the prediction and 𝑦𝑖 is the target. 

(3.1) 

(3.2) 
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.  

Figure 3. 1: XGBoost Architecture [44]. 

3.4.2 Model architecture 
 

The proposed model classifies input data into 'Attack' and 'normal' categories. To enhance 

performance and ensure reliability, feature scaling and selection techniques were employed, 

which streamline the processing by reducing the number of features and thus the overall 

detection time. The XGBoost model was finely tuned through hyperparameter optimization 

to achieve the best estimator, ensuring optimal performance. This approach ensures that 

the model operates effectively with limited computational resources, making it suitable for 

deployment at both node and network levels within the IoMT system. 

 

3.5 Implementation 

3.5.1 Runtime environment 

The experiments were conducted on a system with the following specifications: 

  - Operating System: Windows 10 Professional. 

  - Processor: Intel Core i5-7440HQ CPU @ 2.80GHz. 

  - Memory: 16GB RAM. 

  - Storage: 256GB SSD. 

3.5.2 Libraries 

NumPy: (Numerical Python) is an open-source Python library extensively used in science 

and engineering. It provides multidimensional array data structures, like the homogeneous, 

N-dimensional ndarray, along with a comprehensive collection of functions that operate 

efficiently on these structures. [45]. 
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Pandas: is an open-source Python library designed for efficient data manipulation and 

analysis. It offers robust data structures, such as DataFrames, to manage large and complex 

datasets. The library provides a variety of tools for data cleaning, transformation, and 

exploration, making it particularly useful for handling tabular data often found in scientific 

fields like social science and bioinformatics. [46]. 

Scikit-learn: or sklearn, a renowned machine learning library since its inception in 2007, 

offers a comprehensive suite of algorithms for various machine learning tasks, such as 

classification, regression, dimensionality reduction, and clustering. Beyond its algorithms, 

scikit-learn provides modules for essential tasks like data preprocessing, feature extraction, 

hyperparameter tuning, and model evaluation [47]. 

XGBoost: stands as a powerful library that advances the field of machine learning by 

offering an efficient and scalable implementation of gradient boosting algorithms. It is 

renowned for its performance and speed, which stems from its ability to execute parallel 

tree boosting. Often referred to by its acronyms GBDT or GBM, this library is adept at tackling 

a vast array of data science challenges with precision and rapidity. Its versatility is further 

highlighted by its compatibility with major distributed systems like Hadoop, SGE, and MPI, 

enabling it to handle extensive datasets that can reach into the billion [50]. 

 

TensorFlow is a powerful open-source machine learning framework developed by Google 

Brain for building and training deep learning models. It provides a comprehensive ecosystem 

of tools, libraries, and resources that facilitate the creation of neural networks, including 

convolutional neural networks (CNNs) and recurrent neural networks (RNNs) [52]. 

Matplotlib: is a Python library that specializes in producing static, animated, and 

interactive visualizations in two dimensions. It’s an essential tool for data analysis, allowing 

users to create a wide range of graphs and plots with high customizability, facilitating clear 

and detailed data representation [48]. 

Seaborn: is a Python visualization library based on Matplotlib that provides a high-level 

interface for drawing attractive and informative statistical graphics. It simplifies the process 

of creating complex visualizations and is particularly suited for exploring and understanding 

data patterns [49]. 
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To implement the IDS based on XGBoost, we followed these steps: 

3.5.3 Preprocessing 

In order to build a highly accurate model, the preprocessing of the “wustl-ehms-2020” 

dataset was a critical step. The dataset, while rich in potential insights, required meticulous 

preparation to ensure the integrity and quality of the data fed into the machine learning 

models: Data Cleaning; Feature Selection and Data Splitting.  

 

Figure 3. 2: Mutal information with target. 

These preprocessing steps ensured that the dataset was clean, appropriately 

transformed, and ready for the machine learning models. This thorough preprocessing not 

only improves model performance but also ensures the reliability of the results. 

 

3.5.4 Model building 

1. The XGBoost model was initialized with default parameters using the XGBoost 

library [50] The model was then trained on the preprocessed training set, with iterative 

improvements made based on initial performance evaluation  
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PARAMETER VALUES 

Learning Rate   0.01, 0.1, 0.2 

Maximum Depth 3, 6, 9 

Subsample Ratio  0.8, 1.0 

Column Subsample  0.8, 1.0 

Regularization  1.0, 0.1 

Regularization  0.0, 0.1 

Number of Estimators  200, 300, 350 

Table 3. 2: Hyperparameters values for parameters model tuning. 

We  Used different k values (3, 5, 7, 10) to perform k-fold cross-validation, ensuring a robust 

evaluation of the model’s performance across different subsets of the data. This provided insights 

into the model’s ability to generalize to unseen data. Finally, fitting the XGBoost model to ensure 

the model's robustness and generalizability.   

3.6 Evaluation  

To ensure a comprehensive assessment of our proposed XGBoost-based IDS, we will 

employ the evaluation metrics outlined in Section 2.3. These metrics, which include accuracy, 

precision, recall, F1-score, and time prediction, are standard benchmarks in the field of 

machine learning for classification tasks.   

 

3.7 Results 

The performance of the stacking ensemble model was further assessed on the test set to 

evaluate its generalization ability and robustness. 

Figure 3.4 shows the confusion matrix, providing a detailed breakdown of the model's 

classification performance. 
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Figure 3. 3: Confusion matrix. 

  

The following Table3.4 summarizes the performance metrics of the model. 

METRICS ACURACY RECALL PRECISION F1-SCORE TIME 

PREDICTION 

TRAINING 

TIME 

Values 99.11 98.05 97.95 98.00 0.02s 1.8s 

 

Table 3. 3: Performance metrics of proposed model 

These metrics collectively demonstrate the model’s high accuracy and precision, along with 

its capability to recall a significant proportion of positive instances. The quick training and 

prediction times underscore the model’s suitability for real-time applications. 
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Furthermore, the robustness of this model was validated during my participation in the AI 

24 Day event organized by the University of Guelma, where I presented it as a workshop 

speaker [51]. The model garnered positive feedback from the academic community, 

reinforcing its potential for practical, real-world application. This external validation serves as 

a testament to the model’s reliability and effectiveness in the field of IoMT security. 

Additionally, a research paper describing this work and model was accepted at the 3RD 

INTERNATIONAL CONFERENCE ON FRONTIERS IN ACADEMIC RESEARCH [54], marking a 

significant milestone and demonstrating international recognition for the conducted research. 

The first paper of research paper is included in the annexes. 

The Precision-Recall curve, shown in Figure 3.5, provides a comprehensive view of the 

model's performance across different thresholds  

 

Figure 3. 4: Precision-Recall curve. 

The curve maintains a high level of precision across most recall levels, indicating that the 

model can identify true positives without a significant increase in false positives. A higher area 

under the curve (AUC) indicates better performance, with the model achieving high precision 

and recall simultaneously. 
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3.8 Conclusion 

In this chapter, we detailed the methodology and implementation of an IDS for IoMT using 

the WUSTL-EHMS-2020 dataset. Our exploration revealed that machine learning methods, 

particularly XGBoost, are highly effective for intrusion detection in IoMT environments. 

Through meticulous preprocessing, model building, and evaluation, we achieved a high-

performing IDS that balances accuracy, recall, and efficiency. The comparative analysis further 

underscored the robustness of our proposed model against other popular algorithms. This 

study demonstrates the critical role of advanced machine learning techniques in enhancing 

cybersecurity for interconnected medical devices, paving the way for safer and more reliable 

healthcare systems. 
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Conclusion 
 

 

The Internet of Medical Things (IoMT) presents a transformative opportunity in healthcare, 

offering real-time patient monitoring and remote data collection. However, the widespread 

adoption of IoMT is hindered by significant security vulnerabilities, threatening patient safety 

and data integrity. Our research addresses this critical challenge by proposing an Intrusion 

Detection System (IDS) tailored to IoMT networks. Leveraging machine learning techniques, 

particularly ensemble learning with XGBoost, we developed a robust framework capable of 

identifying and mitigating security breaches in real-time. 

  

The consistency of this thesis is a testament to its structured approach, where each chapter 

seamlessly builds upon the preceding one, contributing to a coherent narrative. Beginning 

with the exploration of IoMT's potential and vulnerabilities, the thesis progresses 

methodically to summarize previous work before delving into the detailed presentation of our 

solution. 

Looking to the horizon, our future perspectives include refining the model to adapt to the 

ever-evolving landscape of cyber threats, expanding the dataset to encompass a broader 

spectrum of IoMT devices, and ultimately, deploying the IDS in real-world scenarios to validate 

its efficacy in real-time environments. The potential for this research to influence future 

developments in IoMT security is immense, and it is our hope that it will serve as a catalyst for 

further innovation in the field. 

In conclusion, our thesis underscores the imperative of advanced machine learning techniques 

in safeguarding patient data and ensuring the integrity of IoMT networks. By proposing 

innovative solutions and identifying areas for future research, we contribute to the ongoing 

quest for secure and resilient healthcare systems in the digital age. 
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