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Abstract 

The goal of this thesis is to propose a design control laws based on the combination of advanced 

control techniques and fractional-order control (FOC), in our case the combination between the 

computational intelligence (CI) and FOC. This design strategy hardly ever been found in the specialized 

literature. 

This study's purpose can be summarized as follows: 

(1) The use of computational intelligence to improve the performance of the fractional-order PID 

(FOPID) controller. (2) Genetic algorithm (GAs) which are part of evolutionary algorithms (EAs) is used 

to adjust the controller parameters. (3) The proposed control laws have been applied to control time-

delay systems and the liquid level in three tank process system. (4) The validity of the proposed 

techniques is proven by simulation results in MTLAB in terms of dynamic tracking and disturbance 

rejection. 

Keywords : 

Computational intelligence – time-delay systems – evolutionary algorithms – fractional-order control. 

 

Résumé 

L'objectif de cette thèse est la proposition de lois de commande basée sur la combinaison de 

techniques de contrôle avancée et du contrôle d'ordre fractionnaire, dans notre cas la combinaison entre 

l'intelligence computationnelle et le contrôle d'ordre fractionnaire. Cette stratégie de conception n'a 

pratiquement jamais été trouvée dans la littérature spécialisée. 

Le but de cette recherche se résume comme suit : 

(1) L'utilisation de l'intelligence computationnelle pour améliorer les performances du contrôleur PID 

d'ordre fractionnaire. (2) Les algorithmes génétiques (GAs) qui font partie des algorithmes 

évolutionnaires (EA) sont utilisés pour régler les paramètres du contrôleur. (3) Les lois de contrôle 

proposées ont été appliquées pour contrôler les systèmes à retards et le niveau de liquide dans un système 

à trois réservoirs. (4) La validité des technique proposées sont prouvées par les résultats de simulation 

dans MTLAB en termes de suivi dynamique et de rejet des perturbations. 

Mots clés : 

Intelligence computationnelle – systèmes à retards – algorithmes évolutionnistes – contrôle d'ordre 

fractionnaire. 
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General introduction 

Framework and context of the thesis 
This thesis is endorsed by the MESRS in the context of a university training research project 

(PRFU no : A01L08UN240120220001). 

This thesis has been carried out in the advanced control laboratory (LabCAV, https://labcav.univ-

guelma.dz/fr) of the university 8 Mai 1945 Guelma. The LabCAV is led by Prof.Dr Djalil 

BOUDGEHEM and it is composed of various research groups : optimization modeling and identification 

(IMO), systems control, artificial vision and the FOS driven by Prof.Dr Baddredine BOUDJEHEM.  

The fractional-order systems research team focuses on studding and analysing models based on 

fractional calculus (FC), proposing new class of fractional-order controllers and developing new 

techniques for their tunning, and last but not least improving the fractional-order approximation methods.

 The FOS research team is one of the pioneers in this field with hundreds of publications in different 

prestigious scientific journals worldwide. Including but not limited to [1], [2] and [3].  

This thesis is supervised by Prof.Dr Baddredine BOUDJEHEM and comes within the scope of 

improving the performance of fractional-order controllers when controlling industrial systems. Recently, 

FOC has gained a great attention by researchers, as it gives more degree of freedom to the controller, 

improves the performance of the control loop. it has been also proved in different publication that the 

fractional controllers performance are superior compared with their integer counterparts [4]. 

Objective of the thesis 
This thesis is a continuation and extension of the research teamwork, which focus on enhancing 

and improving the performance of the fractional-order controllers by using CI part of AI.  

The current trend is to develop hybrids of control theories. In doing so, we benefit from the 

strengths of each method since no one is superior in all situations.  

In this thesis, we tried to enhance the performance of the FOPID with the use of AIS and FS, both 

part of CI. This type of controllers is very promising when controlling industrial systems. 

  

https://labcav.univ-guelma.dz/fr
https://labcav.univ-guelma.dz/fr


12 
 

Positioning in the literature 
In recent years, the application of fractional calculus (FC) in science and engineering including 

but not limited to : control theory, signal and image processing, dynamic systems have become a new 

research area of interest [5] . FC is used in control system theory to build fractional-order controllers 

such as FOPI, FOPD and FOPID, the particularity of these controllers is the order of the integration and 

derivative which is real. 

FOPID controllers have been used to control different type of processes such as : first order plus 

delay time (FOPDT) lag-dominant process - higher order process – integrating time-delay process - 

FOPDT delay-dominant process – poorly damped system – unmanned aerial vehicle (UAV) – unmanned 

ground vehicle (UGV) ….etc.  

The focus of our state of the art will target time-delay systems in details and some different 

examples of important works covering the liquid level control in three tank process (TTP) system and 

finally providing an overview of principal works on modeling and control of both UAVs and UGVs 

which is considered as a trend in the current era of digitalization. 

 

Researchers developed different control structure and used different tuning method for 

FOPID when controlling time-delay systems. 

The first method among which the indirect tuning methods which require a process model [6] 

to develop a FOC based on the classic feedback control structure. We can cite here principal 

publications, the use of Ziegler-Nichols in [7], using Hermite-Biehler and Pontryagin theorems [8], 

linear programming formulation in [9], F-MIGO optimization in [10]. And other direct tuning 

methods, such as the tuning rules of FOPID based on the optimization of a performance criteria [11], a 

tuning rules of FOPID based on the relay test [12], new Ziegler-Nichols approach for fractional-

order controllers in [13]. 

The second type of control structure is to use the FOC in an internal model control (IMC) 

closed loop [14] [15]. 

The third method is to use the FOC in a Smith Predictor (SP) control structure [16] [17] and 

[18]. 

The fourth method is the combination between FOC and advanced control methods or 

advanced control strategies. We can cite the use of sliding mode control in [19]. Our first contribution 

which concerns the control of time-delay systems falls into this category, we used the AIS as advanced 

control technique to enhance the performance of the FOC. 

 



13 
 

In another hand, we were interested also to liquid level control as it exists in many industrial 

applications such as chemical and pharmaceutical processes in the manufacturing environment, The TTP 

is considered as an interesting example to understand how the level control is tackled, it is  a challenging 

task for automation engineers, as it may influence both pressure and flow of the process, subsequently it 

is important to maintain level at set point. In this work we attempt to control three-tank liquid-level, 

which is generally a large lag, time varying and complex system. 

The three tanks can be coupled in different ways, in this work we are targeting a special 

connection, each tank is at different horizontal level, so the inflow rate into a tank is impacted solely by 

the liquid level of previous tank and the resistance offered by valve, the TTP is represented in Figure 

3.6. The objective is to fill the tank number three as quickly and smoothly as possible according to a 

desired value, therefore, the process is a single input-single output process (SISO). 

Researchers proposed in the literature different techniques to control the liquid level in three-tank 

system, especially those based on computational intelligence [20]. The use of hybrid version of 

evolutionary algorithm and swarm intelligence in [21], in which it has been shown the effectiveness of 

such bio-inspired techniques to control a three-tank delay system. The use of modern AI also is presented 

in [22] . Our second contribution uses the fuzzy logic in combination with FOC to solve the liquid level 

challenge in three tank process. 

 

With the appearance of the fourth industrial revolution reflecting the rapid change of the 

technology due to the increasing of connectivity and the appearance of smart automation, advanced 

robotics, and the use of artificial intelligence in industrial control, many FC techniques developed to 

target the modeling and control of UAVs and AGVs, several control problems are presented in UAVs 

such as trajectory tracking, we can cite an application of FOPID controller emulated by a neural 

network in [23], FOBSMC approach in [24], FOSMC strategies in [25].The path planning/collision 

avoidance problem is also treated in [26]. using a FOPF method. the attitude control also has been 

resolved using different techniques based on FC, such as the application of FOSMC to control the 

attitude of a quadrotor in [27]. 

For the state estimation, a FOCF approach for the attitude estimation [28], formation control 

using distributed fractional-order finite-time control (DFOFTC) for a group of UAVs, the DSMO is 

designed to approximate the tracking error between the leader UAV and its reference, in addition the 

FOSMC is used to ensure the finite-time convergence of the tracking errors between followers and leader 

in [29] fault tolerant control using fractional-order fault tolerant control under external disturbance and 

actuator fault in [30] 
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The same control problems also are encountered in the UGVs for the trajectory tracking, using 

FOGPC in [31], for the path planning/collision avoidance, the FOPF has been used in [32]. 

Overall, the most control techniques applied on UAVs and UGVs are FOD, FOPI, FOPD,  FOPI, 

FOPID, FOBSMC, FOSMC, FOPF, FOGPC, FOESC and FOTSMC. 

 

In conclusion, according to the state of the art presented in this thesis, we found that the actual 

trend is to develop hybrids paradigms to benefit from the strength of each one, no methods can fulfil all 

the requirements, hence we have proposed the use of advanced control techniques combined with FOC. 

The FOC add additional degree of freedom in tuning the parameters of the controllers because the orders 

of the integro-differentiation are not restricted to integer, it also improves the robustness of the closed 

loop control under disturbances and improve the performance. The disadvantage is the high-order 

approximation required for the fractional operator's approximation in continuous or discrete time form. 

The main contributions of this thesis are : 

• Design of an intelligent controllers in a classical-feedback structure based on the combination of 

FOC and CI. 

• Analysis of the performance of these type of controllers. 

• Application of the new approach to control time-delay systems and liquid level in three tank 

process. 

The results obtained have been the subject of the following publications : 

Makhbouche, A.; Boudjehem, B.; Birs, I.; Muresan, C.I. Fractional-Order PID Controller Based on 

Immune Feedback Mechanism for Time-Delay Systems. Fractal Fract. 2023, 7, 53. 

https://doi.org/10.3390/fractalfract7010053  

Thesis Organization 

The chapters that make up this thesis are as follows: 

Chapter 1 provides an overview of the core definitions of fractional operators including properties and 

present the fractional-order dynamic models with their analysis. 

Chapter 2 provides an overview of most popular technological paradigms under the umbrella of CI part 

of AI. 

Chapter 3 presents the design of a control law using the fuzzy fractional-order PID controller (FFPID), 

the proposed controller is used to control liquid level in three tank system, the control strategy has been 

validated by simulation in Matlab. 

Chapter 4 provides an overview of the control theory of AIS.  

https://doi.org/10.3390/fractalfract7010053
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Chapter 5 presents the design of a control law using the combination of FOC and AIS, the proposed 

controller has been used to control time-delay systems, The validity of the control strategy is proven by 

simulation in Matlab.  
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1. Control theory - fractional 

calculus 
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1.1 Introduction 

The concept of fractional operator was introduced the first time in 17th century. It starts with 

letters sent by G.W. Leibniz in 1695 which mention the non-integer differentiation. It comes to a simple 

question that this scientist was asking at that time whether the order of differential operators  𝑑𝑑
2

𝑑𝑑𝑑𝑑
 , 𝑑𝑑

3

𝑑𝑑𝑑𝑑
 can 

be non-integer such 𝑑𝑑
√2

𝑑𝑑𝑑𝑑√2
 , 𝑑𝑑

1
2

𝑑𝑑𝑑𝑑
1
2
 …..etc, followed by additional work from well-known mathematicians L. 

Euler , J.L. Lagrange , P.S. Laplace and J.B.J. Fourier.  

N.H. Abel was the first scientist who provide an application of non-integer derivative to solve the 

isochrone problem, then J. Liouville who makes a significant study on FC by defining a fractional 

derivative as an infinite series expansion of a function. 

 Riemann proposed a definition of fractional integration by generalising Taylor series expansion, 

later, additional contributions made by A.K. Grunwald and A.V. Letnikov who generalize Cauchy 

integral formulas. We content ourselves in this thesis with the important steps in the history of FC, a 

detailed chronological bibliography for the FC has been summarized by Professor Bertram Ross in [33]. 

The power of FC is describing accurately objects and physical phenomena, the most well-known 

is the diffusive in transport processes which include but not limited to : velocity in fluids, heat in solids, 

electricity in resistive and capacitive lines…etc.  

The application of FC is in many fields such as electrical circuits, chemical processes, signal 

processing and control engineering…etc. in this study we will focus on the application in control theory 

and automation which is the subject of this thesis, it has helped a lot to acquire more accurate models for 

systems dynamics and provide additional degree of freedom for controllers, it means we have to 

differentiate between fractional models and fractional controllers. Numerous techniques have been 

created for the identification of fractional dynamics based on the approximation of the fractional 

operators with rational ratio, a resume of continuous and discreate time approximations can be found in 

[34].  

Different numerical tools for identification and control among which the most important: 

MATLAB FOMCON (“Fractional-order Modeling and Control”) toolbox in [35], MATLAB Ninteger 

toolbox in [36]. In term of fractional controllers, the FOPID controller has been proposed by [37].  

Researchers predict that the field of FC will have a significant impact on control engineering, by 

providing more accuracy, and precision hence better performance. 
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1.2 Fractional calculus (FC) 

The term differ-integration refers to differentiation or integration. The fundamental fractional 

operator of derivatives and integrals is 𝐷𝐷𝑡𝑡𝛼𝛼𝑎𝑎 , where 𝑎𝑎 and 𝑡𝑡 are the limits of the operation. 𝛼𝛼 ∈ ℝ  denotes 

the order of the differ-integration; derivatives (for a positive 𝛼𝛼 ) and integrals (for a negative 𝛼𝛼). 

The fractional operator definition is as follows :  

𝐷𝐷𝑡𝑡𝛼𝛼𝑎𝑎 = �

𝑑𝑑𝛼𝛼

𝑑𝑑𝑡𝑡𝛼𝛼
,                     𝛼𝛼 > 0

1,                           𝛼𝛼 = 0 
∫ (𝑑𝑑𝑑𝑑)𝛼𝛼𝑡𝑡
𝑎𝑎 ,            𝛼𝛼 < 0

�         (1.1) 

It also exists different mathematical definition of fractional-order differ-integration approximated 

by many techniques. Riemann-Liouville (e.g., in calculus), Grunwald-Letnikov (e.g., Communications 

and control) & Caputo definitions are the most used. 

The GL, RL and Caputo definitions are equivalent under some conditions for a wide class of 

functions. 

1.2.1 Grünwald-Letnikov (G-L) definition 

For integer order 𝑛𝑛, 𝑑𝑑
𝑛𝑛𝑓𝑓

[𝑑𝑑𝑑𝑑]𝑛𝑛
 which is the 𝑛𝑛th derivative of the function 𝑓𝑓 (abbreviated by the symbol 

𝑓𝑓(𝑛𝑛) for differentiation), we obtain the following : 
𝑑𝑑𝑛𝑛

𝑑𝑑𝑡𝑡𝑛𝑛
𝑓𝑓(𝑡𝑡) ≡ 𝑓𝑓(𝑛𝑛)(𝑡𝑡) = 𝑙𝑙𝑙𝑙𝑙𝑙

ℎ→0

1
ℎ𝑛𝑛
∑ (−1)𝑗𝑗 �𝑛𝑛𝑗𝑗� 𝑓𝑓(𝑡𝑡 − 𝑗𝑗ℎ)𝑛𝑛
𝑗𝑗=0      (1.2) 

Where �𝑛𝑛𝑗𝑗� = 𝑛𝑛!
𝑗𝑗!(𝑛𝑛−𝑗𝑗)!

 

The Grünwald-Letnikov definition extends the previous equation to fractional-orders and the 

corresponding 𝛼𝛼𝑡𝑡ℎ represent the differ-integration order of a function 𝑓𝑓(𝑡𝑡) which is described as : 

𝐷𝐷𝑡𝑡𝛼𝛼𝑓𝑓(𝑡𝑡) ≔  lim
ℎ→0

1
ℎ𝛼𝛼
∑ (−1)𝑗𝑗 �𝛼𝛼𝑗𝑗� 𝑓𝑓(𝑡𝑡 − 𝑗𝑗ℎ)∞
𝑗𝑗=0        (1.3) 

Oppositely to an integer value 𝑛𝑛, for a fractional value 𝛼𝛼 , the factorial expression �𝑛𝑛𝑗𝑗� can be 

replaced by the Euler's Gamma function : 

�𝑛𝑛𝑗𝑗� = 𝛾𝛾!
𝑗𝑗!(𝛾𝛾−𝑗𝑗)!

= Γ(𝛼𝛼+1)
Γ(𝑗𝑗+1)Γ(𝛼𝛼−𝑗𝑗+1)           (1.4) 

where 𝑛𝑛 = 𝑡𝑡−𝑎𝑎
ℎ

 , and a is a real constant. 

The differ-integration is described as : 

𝐷𝐷𝑎𝑎 𝑡𝑡
𝛼𝛼𝑓𝑓(𝑡𝑡) = 𝑙𝑙𝑙𝑙𝑙𝑙

ℎ→0
ℎ−𝛼𝛼 ∑ (−1)𝑗𝑗 �𝛼𝛼𝑗𝑗� 𝑓𝑓(𝑡𝑡 − 𝑗𝑗ℎ),

�𝑡𝑡−𝑎𝑎ℎ �
𝑗𝑗=0       (1.5) 

Where 𝑎𝑎 and 𝑡𝑡 are the limits of operator and ℎ is the computation step size. 
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1.2.2 Riemann-Liouville (R-L) definition 

The R-L fractional integral definition can be expressed as : 

𝐷𝐷𝑡𝑡−𝛼𝛼0 𝑓𝑓(𝑡𝑡) =  1
Γ(a)∫

𝑓𝑓(𝜏𝜏)
(𝑡𝑡−𝜏𝜏)1−𝛼𝛼 𝑑𝑑𝑑𝑑 ∀ 𝛼𝛼 ∈ (0,1), 𝑡𝑡 ∈ (0,∞)𝑡𝑡

0     (1.6) 

and the fractional-order derivative is as follows : 

𝐷𝐷𝑡𝑡𝑎𝑎0 𝑓𝑓(𝑡𝑡) =  1
Γ(n−α)

𝑑𝑑𝑛𝑛

𝑑𝑑𝑡𝑡𝑛𝑛 ∫
𝑓𝑓(𝜏𝜏)

(𝑡𝑡−𝜏𝜏)𝑎𝑎−𝑛𝑛+1 𝑑𝑑𝑑𝑑
𝑡𝑡
0         (1.7) 

When 𝛼𝛼 ∈ (0,1) and 𝑓𝑓(𝑡𝑡) is causal (i.e. f (t) = 0 ∀ t < 0 ). 

1.2.3 Caputo definition 

According to Caputo’s definition the 𝛼𝛼𝑡𝑡ℎ order derivative of a function 𝑓𝑓(𝑡𝑡) with respect to time 

is as follows : 

𝐷𝐷𝑡𝑡𝑎𝑎0 𝑓𝑓(𝑡𝑡) =  1
Γ(n−α)∫

𝑓𝑓(𝑛𝑛)(𝜏𝜏)
(𝑡𝑡−𝜏𝜏)𝑎𝑎+1−𝑛𝑛 𝑑𝑑𝑑𝑑,   𝑓𝑓𝑓𝑓𝑓𝑓 𝑛𝑛 − 1 ≤ 𝛼𝛼 < 𝑛𝑛𝑡𝑡

𝛼𝛼    (1.8) 

1.3 Properties of fractional-order differentiation  

1.3.1 Laplace transform 

Laplace transform is an important tool in science and engineering, as it helps to solve differential 

equation, this transformation converts a function of a real variable (t) in the time domain to a function of 

a complex variable (s) in the frequency domain. 

For a function 𝑓𝑓(𝑡𝑡) the Laplace transform 𝐹𝐹(𝑠𝑠) can be written as follows : 

𝐹𝐹(𝑠𝑠) = ℒ[𝑓𝑓(𝑡𝑡)] = ∫ 𝑓𝑓(𝑡𝑡)𝑒𝑒−𝑠𝑠𝑡𝑡𝑑𝑑𝑡𝑡∞
0          (1.9) 

1.3.2 Linearisation 

We assume that a and b are constant then : 

𝐷𝐷𝑡𝑡𝛼𝛼0 [𝑎𝑎𝑓𝑓(𝑡𝑡) + 𝑏𝑏𝑏𝑏(𝑡𝑡)] = 𝑎𝑎 𝐷𝐷𝑡𝑡𝛼𝛼0 𝑓𝑓(𝑡𝑡) + 𝑏𝑏 𝐷𝐷𝑡𝑡𝛼𝛼𝑏𝑏(𝑡𝑡)0       (1.10) 

1.3.3 Identity operator 

When 𝛼𝛼 = 0 , then , 𝐷𝐷𝑡𝑡00 𝑓𝑓(𝑡𝑡) = 𝑓𝑓(𝑡𝑡)         (1.11) 

1.3.4 Miscellaneous 

If 𝛼𝛼 = 𝑛𝑛 and 𝑛𝑛 ∈  ℤ+(positive integer), then the operator 𝐷𝐷𝑡𝑡𝛼𝛼0  will be the classical derivative 𝑑𝑑
𝑛𝑛

𝑑𝑑𝑡𝑡𝑛𝑛
 

1.4 Fractional-order models 

Fractional-order continuous time dynamic systems can be expressed using fractional-order differential 

equation : 

∑ 𝑎𝑎𝑘𝑘𝔇𝔇𝑘𝑘𝑘𝑘𝓎𝓎(𝑡𝑡) =𝑛𝑛
𝑘𝑘=0 ∑ 𝑏𝑏𝑘𝑘𝔇𝔇𝑘𝑘𝑘𝑘𝑢𝑢(𝑡𝑡)𝑚𝑚

𝑘𝑘=0           (1.12) 

The system is considered as commensurate order, if in the equation (1.12), all the orders of 

derivative are integer multiple of a base order 𝑞𝑞, 𝑎𝑎𝑘𝑘, 𝑏𝑏𝑘𝑘 = 𝑘𝑘𝑞𝑞, where 𝑞𝑞 ∈ ℝ+(positive real numbers). 
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The system is considered as rational order, if in the equation (1.12), the order is 𝑞𝑞 = 1/𝑓𝑓, 𝑓𝑓 ∈

ℤ+(positive integers numbers). 

 
Figure 1.1 Linear time-invariant (LTI) system classification 

To obtain the transfer function of the fractional-order system, we apply Laplace transform with 

Zero initial conditions : 

𝐺𝐺(𝑠𝑠) = 𝑌𝑌(𝑆𝑆)
𝑈𝑈(𝑠𝑠) = 𝑏𝑏𝑚𝑚𝑠𝑠𝛽𝛽𝑚𝑚+𝑏𝑏𝑚𝑚−1𝑠𝑠𝛽𝛽𝑚𝑚−1+⋯+𝑏𝑏0𝑠𝑠𝛽𝛽0

𝑎𝑎𝑛𝑛𝑠𝑠𝛼𝛼𝑛𝑛+𝑎𝑎𝑛𝑛−1𝑠𝑠𝛼𝛼𝑛𝑛−1+⋯+𝑎𝑎0𝑠𝑠𝛼𝛼0
        (1.13) 

1.4.1 Stability analysis 

The fractional transfer function G(s)  =  Z(s)/P(s) is stable if and only if the following condition 

is satisfied in σ-plane [38] : 

|arg(𝜎𝜎)| > 𝑞𝑞 𝜋𝜋
2

,∀𝜎𝜎 ∈ 𝐶𝐶,𝑃𝑃(𝜎𝜎) = 0           (1.14)

 
Figure 1.2 Stability regions of a FOS for  0 < 𝑞𝑞 ≤ 1,𝜎𝜎 ≔ 𝑠𝑠𝑘𝑘 

1.4.2 Time domain analysis 

The numerical solution for the fractional-order continuous time dynamic systems is obtain using 

the following equations : 

Linear time-invariant system 

Non-Integer Integer 

Commensurate Non-Commensurate 

Rational Irrational 
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  𝓎𝓎(𝑡𝑡) = 1
∑ 𝑎𝑎𝑖𝑖

ℎ𝛼𝛼𝑖𝑖
𝑛𝑛
𝑖𝑖=0

[𝑢𝑢�(𝑡𝑡) − ∑ 𝑎𝑎𝑖𝑖
ℎ𝛼𝛼𝑖𝑖

∑ (−1)𝑗𝑗 �𝛼𝛼𝑗𝑗�𝓎𝓎(𝑡𝑡 − 𝑗𝑗ℎ)
�𝑡𝑡−𝑎𝑎ℎ �
𝑗𝑗=1

𝑛𝑛
𝑖𝑖=0      (1.15) 

  Where 

𝑢𝑢�(𝑡𝑡) = 𝑏𝑏𝑚𝑚𝔇𝔇𝛽𝛽𝑚𝑚𝑢𝑢(𝑡𝑡) + 𝑏𝑏𝑚𝑚−1𝔇𝔇𝛽𝛽𝑚𝑚−1𝑢𝑢(𝑡𝑡) + ⋯+𝑏𝑏0𝔇𝔇𝛽𝛽0𝑢𝑢(𝑡𝑡)     (1.16) 

1.4.3 Frequency domain analysis 

The frequency domain is obtained when we substitute the 𝑠𝑠 = 𝑗𝑗𝑗𝑗, where j is the imaginary unit 

and 𝑗𝑗 = (0,∞) 

The fractional power of the imaginary unit is as follows : 

𝑗𝑗𝛼𝛼 = cos �𝛼𝛼𝜋𝜋
2
� + 𝑗𝑗 sin �𝛼𝛼𝜋𝜋

2
�  𝛼𝛼 ∈ ℝ           (1.17) 

The complex response is as follows : 

𝐺𝐺(𝑗𝑗𝑗𝑗) = 𝑌𝑌(𝑗𝑗𝑗𝑗)
𝑈𝑈(𝑗𝑗𝑗𝑗) = 𝑏𝑏𝑚𝑚(𝑗𝑗𝑗𝑗)𝛽𝛽𝑚𝑚+𝑏𝑏𝑚𝑚−1(𝑗𝑗𝑗𝑗)𝛽𝛽𝑚𝑚−1+⋯+𝑏𝑏0(𝑗𝑗𝑗𝑗)𝛽𝛽0

𝑎𝑎𝑛𝑛(𝑗𝑗𝑗𝑗)𝛼𝛼𝑛𝑛+𝑎𝑎𝑛𝑛−1(𝑗𝑗𝑗𝑗)𝛼𝛼𝑛𝑛−1+⋯+𝑎𝑎0(𝑗𝑗𝑗𝑗)𝛼𝛼0        (1.18) 

1.5 Approximation of fractional-order operators (Oustaloup’s recursive filter) 

The approximation of fractional differ integration of order 𝛼𝛼 in a specified frequency range 

(𝜔𝜔𝑏𝑏,𝜔𝜔ℎ) by an integer-order transfer function is done by computing the poles and zeros as follows [39] : 

𝑠𝑠𝛼𝛼 ≈ 𝐾𝐾∏ 𝑠𝑠+𝜔𝜔𝑘𝑘
′

𝑠𝑠+𝜔𝜔𝑘𝑘

𝑁𝑁
𝑘𝑘=1                (1.19) 

Where 𝜔𝜔𝑘𝑘
′  ,𝜔𝜔𝑘𝑘 𝑎𝑎𝑛𝑛𝑑𝑑 𝐾𝐾 can be evaluated by the following : 

(𝑍𝑍𝑒𝑒𝑓𝑓𝑓𝑓 𝑓𝑓𝑓𝑓 𝑓𝑓𝑎𝑎𝑛𝑛𝑘𝑘 𝑘𝑘) 𝜔𝜔𝑘𝑘
′ = 𝜔𝜔𝑏𝑏 ⋅ 𝜔𝜔𝑢𝑢

2𝑘𝑘−1−𝛼𝛼
𝑁𝑁  

(𝑃𝑃𝑓𝑓𝑙𝑙𝑒𝑒 𝑓𝑓𝑓𝑓 𝑓𝑓𝑎𝑎𝑛𝑛𝑘𝑘 𝑘𝑘) 𝜔𝜔𝑘𝑘 = 𝑗𝑗𝑏𝑏 ⋅ 𝜔𝜔𝑢𝑢
2𝑘𝑘−1+𝛼𝛼

𝑁𝑁  

𝐾𝐾 = 𝜔𝜔ℎ
𝛼𝛼, 𝜔𝜔𝑢𝑢 = �𝜔𝜔ℎ/𝜔𝜔𝑏𝑏 

And 𝑁𝑁 is the order of approximation in the specified frequency range (𝜔𝜔𝑏𝑏,𝜔𝜔ℎ). 

Different approximations methods have been developed are resumed in [34] 

1.6 FOPID controller 

The FOPID controller is a generalization of the classical PID controller. The transfer function of 

the parallel form of FOPID controller can be described in Laplace domain according to [37] : 

𝐶𝐶𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 = 𝑈𝑈(𝑠𝑠)
𝐸𝐸(𝑠𝑠) =  𝐾𝐾𝑝𝑝 + 𝐾𝐾𝑖𝑖𝑠𝑠−𝜆𝜆 + 𝐾𝐾𝑑𝑑𝑠𝑠𝜇𝜇; (𝜆𝜆, 𝜇𝜇 > 0)     (1.20) 

𝜆𝜆 and 𝜇𝜇 are the fractional-orders of integration and differentiation. 

𝐾𝐾𝑝𝑝,𝐾𝐾𝑖𝑖,𝑎𝑎𝑛𝑛𝑑𝑑 𝐾𝐾𝑑𝑑 are the proportional, integral, and derivative gains. 
 

When 𝜆𝜆 = 𝜇𝜇 = 1 the controller becomes a classical integer-order PID. 

The result in (2.20) can be used to establish the time-domain of the control signal of a FOPID : 
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𝑢𝑢(𝑡𝑡) = 𝐾𝐾𝑝𝑝𝑒𝑒(𝑡𝑡) +  𝐾𝐾𝑖𝑖𝐷𝐷−𝜆𝜆𝑒𝑒(𝑡𝑡) + 𝐾𝐾𝑑𝑑𝐷𝐷𝜇𝜇𝑒𝑒(𝑡𝑡)        (1.21) 

The block diagram of the FOPID is indicated in Figure 1.3 

 

 

 

 

   

 

Figure 1.3 Conceptual diagram of a FOPID controller 

1.6.1 Optimization based controller 

Several aspects need to be considered to optimize the FOPID controller : 

• Type of the plant: high-order, time delay, non-minimum-phase, unstable, nonlinear…etc. We 

studied in this work the control of time-delay processes. 

• Optimization criteria: control system performance in time domain is usually ensured by the 

minimization of the error signal 𝑒𝑒(𝑡𝑡) which is the difference between the reference signal and the 

output, hence several criteria are used, ITAE (Integral time-absolute error), ITSE (Integral time-

square error), IAE (Integral absolute error), ISE (Integral square error). In our case we used ITAE. 

• Initialization of parameters: Ziegler Nichols. 

• FOPID controller structure: classical structure – Smith structure…. etc 

• Parameters to be optimized: 𝐾𝐾𝑝𝑝,𝐾𝐾𝑖𝑖,𝐾𝐾𝑑𝑑 , 𝜆𝜆 𝑎𝑎𝑛𝑛𝑑𝑑 𝜇𝜇…. Etc 

• Frequency specifications: to study the performance in terms of stability and robustness based 

on the analysis of the open loop frequency response 𝐹𝐹(𝑗𝑗𝑗𝑗) = 𝐶𝐶(𝑗𝑗𝜔𝜔) ∙ 𝐺𝐺𝑝𝑝(𝑗𝑗𝜔𝜔) , where 𝐶𝐶(𝑗𝑗𝑗𝑗) is 

the FOPID controller and 𝐺𝐺𝑝𝑝(𝑗𝑗𝜔𝜔) is the transfer function of the process. 

• The following specifications need to be taken in consideration for the open loop frequency 

response : 

a. Gain margin 𝐴𝐴𝑚𝑚 

𝐴𝐴𝑚𝑚 = 1 − �𝐹𝐹(𝑗𝑗𝜔𝜔𝑔𝑔)�,    arg �𝐹𝐹�𝑗𝑗𝜔𝜔𝑔𝑔�� = −𝜋𝜋 

b. Phase margin φm and gain crossover frequency 𝜔𝜔𝑐𝑐 

arg �𝐹𝐹�𝑗𝑗𝜔𝜔𝑔𝑔�� = −𝜋𝜋 + φm,   �𝐹𝐹(𝑗𝑗𝜔𝜔𝑔𝑔)� = 1 

c. Robustness to gain variations of the plant : 

𝑢𝑢(𝑡𝑡) 𝑒𝑒(𝑡𝑡) 

𝐾𝐾𝑝𝑝 

𝐾𝐾𝑖𝑖 

𝐾𝐾𝑑𝑑 

𝐷𝐷−𝜆𝜆 

𝐷𝐷𝑢𝑢 

Σ 



23 
 

𝑑𝑑 arg�𝐹𝐹�𝑗𝑗𝜔𝜔𝑔𝑔�� 

𝑑𝑑𝜔𝜔
�
𝜔𝜔=𝜔𝜔𝑐𝑐

= 0  

d. High-frequency noise rejection with noise attenuation of A dB for the complementary 

sensitivity function 

�𝑇𝑇(𝑗𝑗𝜔𝜔) = 𝐹𝐹(𝑗𝑗𝜔𝜔)
1+𝐹𝐹(𝑗𝑗𝜔𝜔)

�
𝑑𝑑𝑑𝑑

≤ 𝐴𝐴 𝑑𝑑𝑑𝑑 for all frequencies 𝜔𝜔 ≫ 𝜔𝜔𝑡𝑡 rad/s. 

e. Disturbance rejection with a constraint B dB on the sensitivity function 

�𝑆𝑆(𝑗𝑗𝜔𝜔) = 1
1+𝐹𝐹(𝑗𝑗𝜔𝜔)

�
𝑑𝑑𝑑𝑑

≤ 𝑑𝑑 𝑑𝑑𝑑𝑑 for all frequencies 𝜔𝜔 ≫ 𝜔𝜔𝑠𝑠 rad/s. 

The problem of optimization can be then formulated as follows : 

min
𝜃𝜃𝑐𝑐

𝐽𝐽𝑐𝑐(∙) 

Where 𝐽𝐽𝑐𝑐(∙) is the join cost function on desired system performance which includes specifications 

for both time and frequency domain and 𝜃𝜃𝑐𝑐 is the FOPID controller parameters and it is equivalent to : 

𝜃𝜃𝑐𝑐 = 𝐾𝐾𝑝𝑝,𝐾𝐾𝑖𝑖,𝐾𝐾𝑑𝑑 , 𝜆𝜆 𝑎𝑎𝑛𝑛𝑑𝑑 𝜇𝜇 

We might have also some constrains on the control signal due to physical equipment limitation : 

𝑢𝑢(𝑡𝑡) ∈ [𝑢𝑢𝑚𝑚𝑖𝑖𝑛𝑛;𝑢𝑢𝑚𝑚𝑎𝑎𝑑𝑑] 

These constraints are added to the cost function by a penalty function formed by a weighted sum of 

deviations of design specifications in the frequency domain. 
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2.1 Introduction 

CI is a subdivide of AI, which covers the study of adaptive mechanisms and the ability to learn 

and/or adapt to new situations which allows the creation of intelligent behaviour. The IEEE 

computational intelligence society (CIS) cite the following core theories/methods or paradigms used in 

this field : EC, AIS , FS and ANN. The following Figure 2.1 

presents an overview of the CI subfields. 

Artificial neural 
networks (ANNs)

Computational 
Intelligence (CI)

Fuzzy systems 
(FS)

Swarm intelligence 
(SI)

Particle swarm 
optimization 

(PSO) 

Ant colony 
optimization 

(ACO)

Evolutionary 
algorithm (EA)

Genetic 
Algorithm (GA)

Genetic 
programming (GP)

 Evolution 
strategy (ES)

Evolutionary 
programming

Artificial immune 
system (AIS)

Evolutionary 
computation (EC)

 
Figure 2.1 Subcategories of computational intelligence 

A lot of these methods usually involve metaheuristic optimization algorithms. In the scientific 

study, metaheuristics are more general and problem-independent, hence can be used to a wide range of 

optimizations. Metaheuristics are high level algorithmic structure aimed to develop mathematical 

optimization algorithms used to solve a variety of problems that involves non linearities, non-convexity, 

large dimension…etc for which classical optimization methods are ineffective or not applicable. 

Metaheuristics are iterative and most of them use stochastic operations in their search to find a 

global optimum. The goal is to use iterations to pass from a solution of poor quality towards an 

approximate optimal solution in a logical amount of time. 
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In the real life, when we think which investments can maximize our benefits or what is the best 

road to follow when travelling is an example of solving optimization problems. We can than conclude 

that the metaheuristics have been used long time ago before the formal scientific study in the 20th 

century. 

The following Figure 2.2 shows the important chorological metaheuristics methods. 

 
Figure 2.2 Metaheuristics methods 

Metaheuristics can be classified in many ways: It can be classified as population based or 

trajectory based, and to nature inspired or non-nature inspired. 

Metaheuristics are also often developed based on metaphors for inspiration, most of them are 

taken from biology: evolutionary algorithms, swarm intelligence and AIS…etc 

2.2 Evolutionary computation (EC) 

EC is a subdivide of CI inspired from the phenomenon of natural biological evolution theory 

developed by [40], it uses the models of the evolution process such as the survival of the fittest and the 

remove the weak. It is considered as an optimization process which consists of improving the capacity 

of a system to survive in a dynamical changing environment, EC is used in different applications such as 

classification, clustering, faut diagnosis, and time series approximations. 

The EC differs from the classical optimization (CO) on the search process level, search surface, 

and the problems where both two methods are shown efficient. The following figures presents the EC 

vs. CO. 
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Classical optimisation (CO)
Uses deterministic rules with 

sequentiel search and derivative (first 
and second) to find the optimal 

solution

Convex problemsQuadratic problemsLineair problems Unimodal problems
 

Figure 2.3 Classical optimization 

Evolutionary computation (EC)
Uses probabilistic rules with parallel 
search and fitness function to find the 

optimal solution

Noisy problemsNon-differentiables 
problems

Discontinious 
problems Multimodal problems

 
Figure 2.4 Evolutionary computation 

The evolutionary algorithms (EA) are stochastic search which use a population of individuals. 

The characteristics (gene) of individuals can be coded as chromosomes also called genome. The value 

of a gene is called Allèle. In the evolution process, a mathematical fitness function or the objective 

function is used to determine the individuals that have best characteristics thereby can survive and 

reproduce. The objective function describes the optimization problem, various type of optimizations can 

be encounter : unconstrained, constrained, multi-objective and dynamic. Figure 2.5 

Optimization Method 
Classes based on problem 

caracterisics

Dynamic 
that change with time

Constrained 
which contain the 
objective function 

and penalty function

Unconstrained 
where the fitness 

function equal to the 
objective function

Multi-objective 
for many sub-

objectives
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Figure 2.5 Optimization problems 

The general structure of EA links stages of selection, crossover (offspring which combines parts 

of the parent) and mutation which impact the allèle of the chromosome of population of individuals. 

A generic component of EA is composed of initialisation of population, encoding the solution, 

using a fitness function to evaluate the strength of individuals, selection and reproduction of operators 

(crossover and mutation). various implementation of these components leads to different methods of EC, 

we can cite, EP, GP, GA, ES…etc 

We have chosen one example to be discussed in more details, genetic algorithms which have been 

used on this thesis to tune the parameters of the proposed controller. 

2.2.1 Generic operators of EA 

a. The initialization process consists of generating randomly a new population composed of 

few/thousands of individuals which represent the solution. The size of the population has an impact 

on the exploration capabilities and on the time convergence. 

b. The selection process determine which individuals can achieve the best results, in another term select 

the best solution in the population based on the fitness related to the objective function of the problem. 

Different types of selection have been used. 

Selection operator 
used in EA

Tournament 
Selection

Rank-Based 
Selection

Random 
selection

Selective 
Pressure

(takeover time)

Proportional 
selection

Boltzmann 
Selection

Elitism Hall of Fame

 
Figure 2.6 Selection types used in EA 

Producing of offspring  

The producing of offspring is the process of applying mutation and crossover from selected parents. 

c. The cross-over process is the creation of new population by switching of some parts of chromosome 

from the parents. 
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d. The mutation process is a random change of the value of genes (random flipping of some digits of 

the string) to generate new solutions. It is important to choose a low value, to avoid the risk of falling 

into a random search and preserve the good genetics from the principle of selection. it serves also 

keep away from local convergence of the algorithm. E.g., when searching for an extremum, the 

mutation avoids the convergence to a local optimum. We can then resume that the cross-over keep 

the solution in the same subspace whereas the mutation gives the possibility to increase the diversity. 

EA can be stopped using different stopping conditions such as : convergence point when no improvement 

is made, and it is stable. When the solution is found based on the fitness function or when the execution 

time is finished (number of generations reaches the limit). 

2.2.2 Genetic algorithm (GA) 

The start of this field comes back to the pioneer [41]. GA are metaheuristics part of evolutionary 

algorithms inspired from the biologic theory of evolution. The genetic algorithms mimic the process of 

genetic evolution, it uses three main operators; selection of the fittest, cross-over to model reproduction 

and mutation to increase the search space and add diversity. Figure 2.7 

Initialize population 
randamly

Use any 
selection type

Use any crossover 
type

Evaluation and decision

Finish

Yes

No

While decison not 
taken

Use any mutation 
type

Solution 
remains in the 
same subspace

Increase the 
exploration 

space

 
Figure 2.7 Summary diagram of GA 
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The theoretical computation time of GA is 𝑛𝑛𝑙𝑙𝑛𝑛(𝑛𝑛) where 𝑛𝑛 is the number of variables. In GA, a 

binary or decimal string is codified as a solution to mimic the chromosome. 

Different types of crossovers and mutation used in GA are summarized in the following figures. 

Crossover operator 
used in GA

Asexual
offspring is 

generated from 
one parent

Sexual
offspring is 

generated from 
two parents

multi-recombination
offspring is generated from 

More than two parents
 

Figure 2.8 Crossover types used in GA 

Binary 
Representation

Mutation for 
floating-Point 
Representation

Mutation operator 
used in GA

Inorder 
mutation

Uniform 
(random) 
mutation

Gaussian 
mutation

Macromutation 
(headless chicken

Operator)

 
Figure 2.9 Mutation types used in GA 

2.3 The swarm intelligence (SI) 

The SI referred also as collective intelligence, it is based on social behaviour when living in 

swarms or colonies. The collaboration of individuals with each other and the interaction between simple 

individuals can allow the creation of complex, collective and coherent behaviours called emergence can 

solve problems in an efficient way compared with single and simple individual.  

The objective of SI is to model the single behaviour and the local interaction with its environments 

and with its neighbours to obtain complex behaviours capable of solving problems, case of PSO and 

ACO. 
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We have chosen one example to be discussed in more details, particular swarm optimization PSO from 

swarm intelligence which can be used as a perspective work. 

2.3.1 Particle swarm optimization (PSO) 

This stochastic optimization metaheuristics developed by [42] is based on the collaboration of 

individuals with each other, The idea holds that a group of individuals with simple behaviour can possess 

a complex global organization. The search is based on population procedure. 

At the start of the algorithm, each particle (individual) is randomly positioned in a 

multidimensional search space of the problem. Each iteration pushes the particles to fly (move) their 

position according to both their own experience and their neighbours to achieve the optimal solution. 

This gives the following equation of position : 

𝑥𝑥𝑖𝑖(𝑡𝑡 + 1) = 𝑥𝑥𝑖𝑖(𝑡𝑡) + 𝑣𝑣𝑖𝑖(𝑡𝑡 + 1)           (2.1) 

 𝑥𝑥𝑖𝑖(𝑡𝑡) is the current position of particle 𝑙𝑙 at discreet time 𝑡𝑡 

 𝑣𝑣𝑖𝑖(𝑡𝑡) is the current velocity of particle 𝑙𝑙 at discreet time 𝑡𝑡 

The performance of particle is measured by a fitness function related to the problem. 

There are two important types of algorithms in PSO called global best PSO (gbest PSO) and local 

best PSO (lbest PSO). gbest PSO use the star social structure, this connected structure is more used for 

unimodal problems whereas the lbest PSO use the ring social topology which considered as less 

connected structure used for multi-modal problems. The difference resides also in the size of their 

neighbours. The neighbours for gbest PSO are the entire swarm while the neighbours for the lbest PSO 

is a ring social topology. Both algorithms are summarized in [43] 

For gbest PSO, 𝑣𝑣𝑖𝑖𝑗𝑗(𝑡𝑡) is the velocity of particle 𝑙𝑙 in dimension 𝑗𝑗 at discreet time 𝑡𝑡 

𝑣𝑣𝑖𝑖𝑗𝑗(𝑡𝑡 + 1) = 𝑣𝑣𝑖𝑖𝑗𝑗(𝑡𝑡) + 𝑐𝑐1𝑓𝑓1𝑗𝑗(𝑡𝑡)�𝑦𝑦𝑖𝑖𝑗𝑗(𝑡𝑡) − 𝑥𝑥𝑖𝑖𝑗𝑗(𝑡𝑡)� + 𝑐𝑐2𝑓𝑓2𝑗𝑗(𝑡𝑡)[𝑦𝑦�𝑗𝑗(𝑡𝑡) − 𝑥𝑥𝑖𝑖𝑗𝑗(𝑡𝑡)]       (2.2) 

 𝑥𝑥𝑖𝑖(𝑡𝑡) is the position of particle 𝑙𝑙 in dimension 𝑗𝑗 at discreet time 𝑡𝑡 

 𝑐𝑐1 and 𝑐𝑐2 are positive acceleration coefficients.  

 𝑓𝑓1 and 𝑓𝑓2 are random vectors that introduce stochastics in the algorithm. 

 𝑦𝑦�𝑗𝑗 is the best personal position of particle 𝑙𝑙 since the first-time step. 

For lbest PSO, 𝑣𝑣𝑖𝑖𝑗𝑗(𝑡𝑡) is the velocity of particle 𝑙𝑙 in dimension 𝑗𝑗 at discreet time 𝑡𝑡 

𝑣𝑣𝑖𝑖𝑗𝑗(𝑡𝑡 + 1) = 𝑣𝑣𝑖𝑖𝑗𝑗(𝑡𝑡) + 𝑐𝑐1𝑓𝑓1𝑗𝑗(𝑡𝑡)�𝑦𝑦𝑖𝑖𝑗𝑗(𝑡𝑡) − 𝑥𝑥𝑖𝑖𝑗𝑗(𝑡𝑡)� + 𝑐𝑐2𝑓𝑓2𝑗𝑗(𝑡𝑡)[𝑦𝑦�𝑗𝑗(𝑡𝑡) − 𝑥𝑥𝑖𝑖𝑗𝑗(𝑡𝑡)]       (2.3) 

 𝑥𝑥𝑖𝑖(𝑡𝑡) is the position of particle 𝑙𝑙 in dimension 𝑗𝑗 at discreet time 𝑡𝑡 

 𝑐𝑐1 and 𝑐𝑐2 are positive acceleration coefficients.  
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 𝑓𝑓1 and 𝑓𝑓2 are random vectors that introduce stochastics in the algorithm. 

 𝑦𝑦�𝑗𝑗 is the best position found by the neighbourhood of particle 𝑙𝑙 

An important aspect in optimization algorithms is the exploration and exploitation features which 

reflects the accuracy and the efficiency of an algorithm. exploration is the capacity of searching in the 

whole search-space while the exploitation is the concentration around a candidate solution, these features 

are expressed in the PSO algorithm by the velocity update equation. 

2.3.2 PSO parameters 

The PSO algorithm is influenced by different parameters : dimension of the problem, number of particles, 

number of iterations, acceleration coefficients and neighbourhood size.  

a. Number of particles : a greater number of particles allow to cover large search space however 

added more computational complexity, the best option is to optimize the swarm size for each problem 

using cross-validation approaches. 

b. Neighbourhood size : More neighbourhood increase the interaction in the swarm. The empirical 

studies show that the best approach is to start with small neighbourhood size for better exploration and 

then increase proportionally to number of iterations for fast convergence of highly connected structure. 

c. Number of iterations : it is a problem dependant solution. Few iterations can lead to premature 

convergence and large number can add computational complexity.  

d. Acceleration constants : these coefficients used to scale the cognitive and social component in 

the velocity equation. 

2.4 The artificial immune system (AIS) 

An AIS is a category of algorithm inspired from the natural immune system (SIN). These 

algorithms use the characteristics of the immune system in terms of learning and memory for problem 

solving. it has a strong ability to distinguish between foreign cells invading the body referred to as antigen 

or non-self and the cells which belongs to the body (Self cells). 

The principals theories in natural immune system are: 

a. Classical view : immune system differentiate between self and non-self, uses lymphocytes which 

learn to bin the antigen. 

b. Clonal selection theory : B-cells produces antibodies using a cloning process. 

c. Danger theory : The immune system can differentiate between dangerous and non-dangerous 

invaders (antigens) 

d. Network theory : B-cells are interconnected to form a network which is used to eliminate the 

antigens. 
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The artificial immune system are computational models/algorithms inspired from these theories, 

case of negative selection algorithm  [44] inspired from the negative selection of T cells and , CLONALG 

algorithm [45] inspired from the clonal selection theory of B-cells. 

2.5 Fuzzy systems (FS) 

FS allow an approximate reasoning, contrary to the binary exact systems used in computers which 

requires to be either 1 or 0, it has been shown that not all the problems can be resolved using an exact 

system of two-valued theory, and most of real problems are characterized by uncertainties and incomplete 

information, fuzzy systems gives the ability to use probability reasoning to solve these problems, the 

uncertainty in fuzzy logic is considered as non-statistical uncertainty (fuzziness), fuzzy systems have 

seen extensive use in control engineering. The first remarkable work comes back to Lotfi Zadeh the 

developer of the fuzzy sets in (Zadeh, 1965) 

2.5.1 Fuzzy sets 

Fuzzy sets are an extension of two-valued set theory which use the concept of partially truth, and 

the characteristics of the fuzzy set is described using a membership function, usually it is defined by 

human expert in the process. 

2.6 Artificial neural network (ANN) 

ANN were inspired from the human brain modeling. It is composed of around 10-500 billion 

neurons. An artificial neural network is a model of the biological neurons, the most remarkable work was 

the perceptron artificial neural network developed by [47] and the Adaline artificial neural network by 

[48] 

A single neurone can be used to learn linear separable function, but for more complex functions 

a layered neuron network is required. 

 
Figure 2.10 Biological neuron model 

Source : https://en.wikipedia.org/wiki/Biological_neuron_model 

https://en.wikipedia.org/wiki/Biological_neuron_model
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Figure 2.11 Artificial neuron network 

ANN have been used in various applications such as classification, pattern matching, optimization, 

control, times series modeling, function approximation…etc 

2.6.1 Training rules and learning types for ANN 

An ANN is characterized by its threshold and wights vector, the automated method which consists 

of determining the values of both wights and threshold is referred to as learning, the principal types of 

learning are, supervised provided with a training set (input vector and a desired output vector) able to 

learn under the guidance of a teacher, unsupervised aimed to discover input features without any data set 

assistance or without any guidance and reinforcement learning able to award the neuron for correct 

actions and penalize/punish wrong actions. Various training rules have been developed for these learning 

types. 

The Figure 2.12 provides an overview of the artificial neural learning methods and their subcategories. 
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Figure 2.12 ANN learning types 

The Figure 2.13 provides the different types of learning rules used in ANN. 

 

Artificial neural 
networks (ANNs) 

learning rules
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Figure 2.13 ANN learning rules 
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3.1 Introduction 

Fuzzy logic has been used in various fields, due its ability to convert the expert’s control 

knowledge based in human perception to a rule base and fuzzy variable (linguistic variable instead of 

number). FS is a system that can provide approximate reasoning, it is composed of fuzzification, 

defuzzification, inferencing and fuzzy knowledge base (both fuzzy sets and rules).  

The fuzzification is the process of application of any types of membership functions (example but 

not limited to : triangular, trapezoidal and exponential functions) to find a fuzzy representation of an 

input. The inferencing process is the second step which consists of the mapping of the result of 

fuzzification to the rule base to provide a fuzzy output. A defuzzification is the final process of converting 

the fuzzy output to a scalar value using different methods such as : center of gravity, max-min 

method…etc. The Figure 3.1 provides a high-level overview fuzzy system and integration between its 

main components. 

Inference engine

DefuzzificationFuzzification

Knowledge base
(Fuzzy sets and rules)

Scalar input Scalar output

 
Figure 3.1 Fuzzy reasoning system 

3.2 Fuzzy controller    

Fuzzy control does not involve mathematics, it uses linguistic sentences instead of numbers, much 

easier to understand by human, various applications of fuzzy controller developed for the industry, 

we can cite as an example, steam engine , control of robot, power plants…etc. fuzzy controller is 

composed of the following : 

a) Knowledge base which contains the control strategy that describe the dynamic behaviour of the  

system, the rule base can be static or adaptive rules using EA or ANN learning.  

b) Fuzzifier converts the rules using membership degrees to fuzzy representation.  

c) Inference engine performs mapping between fuzzified input and rules base to produce fuzzy 

output. 
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d) De-fuzzifier converts the fuzzy action coming from the inference engine to a scalar value that 

can be applied to a system. 

The fuzzy controller is considered as a nonlinear function due to the use of nonlinear membership 

function, inference engine which use min and max operator and the knowledge base which uses a non-

linear control strategy. There are two types of fuzzy controller Mamdani fuzzy controller [49] and 

Takagi-Sugeno Controller [50], in this thesis , we have used the Mamdani type to describe the system. 

We can design a fuzzy logic controller either as a standalone or in conjunction with another type 

of controller. recent research trend towards the use of hybrid approach which combines various theories. 

Hence, to enhance robustness and permit a design of intelligent controllers, fuzzy controller can be used 

with PID controller. 

3.3 Fuzzy PID controller (FPID) 

The FPID is an easy to understand and implement, as it involves very limited mathematics. The 

FPID shown in Figure 3.1 takes two inputs namely the error (𝑒𝑒) and change of error  𝑑𝑑
𝑑𝑑𝑡𝑡

 and produces 

three output control signals according to the fuzzy inference structure (FIS). Seven MFs for each of the 

input leading to a total of 49 rules for each of the three PID parameters. Figure 3.2 shows the number of 

inputs/outputs used with Mamdani fuzzification method. In Figure 3.3 the fuzzy membership function 

editor is shown, where the number of membership functions, range and type of membership function is 

chosen.  

In our study, we have chosen gaussian membership functions which gives a very smooth output, 

with a range of output variables MFs in FLCs [- 1, 1]. Table 3.1 shows the Fuzzy PID rules for 

developing FIS. 

 

 

 

 

Figure 3.2 FPID controller 

∆𝐾𝐾𝐹𝐹𝐹𝐹𝐹𝐹  

∆𝐾𝐾𝑑𝑑𝐹𝐹𝐹𝐹 

∆𝐾𝐾𝑝𝑝𝐹𝐹𝐹𝐹 𝑒𝑒(𝑡𝑡) 

 𝑑𝑑
𝑑𝑑𝑡𝑡
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Figure 3.3 FIS for FPID controller 

 
Figure 3.4 Membership function editor for FPID controller 

 

Table 3.1 Fuzzy rules base for developing FIS for a FPID controller 
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3.4 Fuzzy fractional-order PID controller (FFPID) 

The FOPID transfer function already defined in equations (1.20) and (1.21). 

Most of the intelligent controllers have a tuned parameters; consequently, FFPID controller is 

tuned using genetic algorithm (GA). GA is a bio inspired technique based on the evolution of 

chromosomes and can achieve high efficiency by searching global optimal solution in problem space. It 

is not impacted by the classical optimization issues related to the stuck in local minima. 

For each cycle of GA applied, the result is hybridized with fuzzy logic PID controller for fine 

tuning. The values obtained from this Hybridize are: 

⎩
⎪
⎨

⎪
⎧ 𝐾𝐾𝑝𝑝 = 𝐾𝐾𝑝𝑝𝐺𝐺𝐺𝐺 + 𝐾𝐾𝑝𝑝𝐹𝐹𝐹𝐹

𝐾𝐾𝑖𝑖 = 𝐾𝐾𝑖𝑖𝐺𝐺𝐺𝐺 + 𝐾𝐾𝑖𝑖𝐹𝐹𝐹𝐹

𝐾𝐾𝑑𝑑 = 𝐾𝐾𝑑𝑑𝐺𝐺𝐺𝐺 + 𝐾𝐾𝑑𝑑𝐹𝐹𝐹𝐹

𝐹𝐹𝑓𝑓𝑎𝑎𝑐𝑐𝑡𝑡𝑙𝑙𝑓𝑓𝑛𝑛𝑎𝑎𝑙𝑙 𝑑𝑑𝑒𝑒𝑓𝑓𝑙𝑙𝑣𝑣𝑎𝑎𝑡𝑡𝑙𝑙𝑓𝑓𝑣𝑣𝑒𝑒 =  𝑆𝑆𝑚𝑚𝑢𝑢,𝐺𝐺𝐺𝐺

𝐹𝐹𝑓𝑓𝑎𝑎𝑐𝑐𝑡𝑡𝑙𝑙𝑓𝑓𝑛𝑛𝑎𝑎𝑙𝑙 𝑙𝑙𝑛𝑛𝑡𝑡𝑒𝑒𝑏𝑏𝑓𝑓𝑎𝑎𝑡𝑡𝑓𝑓𝑓𝑓 = 1/𝑆𝑆^(𝑙𝑙𝑎𝑎𝑙𝑙𝑏𝑏𝑑𝑑𝑎𝑎,𝐺𝐺𝐴𝐴) 

       (3.1) 

A schema of a cooperation between FPID controller and FOPID is presented in Figure 3.5 
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Figure 3.5 Fuzzy fractional-order PID controller 

3.5 Application to control three tank systems 

The proposed controller is tested on TTP, the simulation shows its effectiveness in terms of time 

domain performances. 

The TTP can be represented as follows : 

 

 

 

 

 

 

 

 

 

 

Figure 3.6 Process model: Three tank level system 

  A three-container tank is usually connected by three first order non periodic inertia links in series. 

The system’s input is the flow in the first tank F1 and the output is the level in the third tank h3. 
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The mathematical modeling of TTP is obtained using Bernoulli’s law. The transfer functions of the 

systems to be controlled is : 

𝑆𝑆𝑦𝑦𝑠𝑠 = 0.532
24𝑆𝑆4+44𝑆𝑆3+30𝑆𝑆2+9𝑆𝑆+1

         (3.2) 

To find a search space of GA & initialize PID parameters, we applied Ziegler Nichols (ZN) 

tuning, the tuned gains are listed in the following table: 

Table 3.2 PID parameters 

𝐾𝐾𝑝𝑝 𝐾𝐾𝑖𝑖 𝐾𝐾𝑑𝑑 

4.6604 0.6709 8.0932 

 

GA is then used for optimization, ITAE is used as the fitness function. The fitness function is described 

as follows : 

𝐽𝐽(𝑥𝑥) = ∫ 𝑡𝑡|𝑒𝑒(𝑑𝑑, 𝑥𝑥)|𝑑𝑑𝑑𝑑𝜏𝜏=𝑡𝑡𝑚𝑚𝑎𝑎𝑚𝑚
𝜏𝜏=0          (3.3) 

The minimization of the fitness function using GA 

min
𝑑𝑑∈Ω

𝐽𝐽(𝑥𝑥) = min
𝑑𝑑∈Ω

∫ 𝑡𝑡|𝑒𝑒(𝑑𝑑, 𝑥𝑥)|𝑑𝑑𝑑𝑑𝜏𝜏=𝑡𝑡𝑚𝑚𝑎𝑎𝑚𝑚
𝜏𝜏=0        (3.4) 

Subjected to Ω =

⎩
⎪
⎨

⎪
⎧

𝐾𝐾𝑝𝑝 (𝑝𝑝𝑓𝑓𝑓𝑓𝑝𝑝𝑓𝑓𝑓𝑓𝑡𝑡𝑙𝑙𝑎𝑎𝑛𝑛𝑙𝑙 𝑏𝑏𝑎𝑎𝑙𝑙𝑛𝑛)
𝐾𝐾𝑖𝑖(𝑙𝑙𝑛𝑛𝑡𝑡𝑒𝑒𝑏𝑏𝑓𝑓𝑎𝑎𝑡𝑡𝑓𝑓𝑓𝑓𝑏𝑏𝑎𝑎𝑙𝑙𝑛𝑛)

 𝐾𝐾𝑑𝑑 (𝑑𝑑𝑒𝑒𝑓𝑓𝑙𝑙𝑣𝑣𝑎𝑎𝑡𝑡𝑙𝑙𝑣𝑣𝑒𝑒 𝑏𝑏𝑎𝑎𝑙𝑙𝑛𝑛)
𝜆𝜆 (𝑓𝑓𝑓𝑓𝑎𝑎𝑐𝑐𝑡𝑡𝑙𝑙𝑓𝑓𝑛𝑛𝑎𝑎𝑙𝑙 𝑓𝑓𝑓𝑓𝑑𝑑𝑒𝑒𝑓𝑓 𝑓𝑓𝑓𝑓 𝑙𝑙𝑛𝑛𝑡𝑡𝑒𝑒𝑏𝑏𝑓𝑓𝑎𝑎𝑡𝑡𝑙𝑙𝑓𝑓𝑛𝑛)

𝜇𝜇(𝑓𝑓𝑓𝑓𝑎𝑎𝑐𝑐𝑡𝑡𝑙𝑙𝑓𝑓𝑛𝑛𝑎𝑎𝑙𝑙 𝑓𝑓𝑓𝑓𝑑𝑑𝑒𝑒𝑓𝑓 𝑓𝑓𝑓𝑓 𝑑𝑑𝑙𝑙𝑓𝑓𝑓𝑓𝑒𝑒𝑓𝑓𝑒𝑒𝑛𝑛𝑡𝑡𝑙𝑙𝑎𝑎𝑡𝑡𝑙𝑙𝑓𝑓𝑛𝑛)

     (3.5) 

Each parameter is limited by minimum and maximum boundary as follows : 

𝑥𝑥𝑚𝑚𝑖𝑖𝑛𝑛 ≤ 𝑥𝑥 ≤ 𝑥𝑥𝑚𝑚𝑎𝑎𝑑𝑑          (3.6) 

The search space of GA is as follows  

Ω =

⎩
⎪
⎨

⎪
⎧

0 ≤ 𝐾𝐾𝑝𝑝 ≤ 500
0 ≤ 𝐾𝐾𝑖𝑖 ≤ 500
0 ≤ 𝐾𝐾𝑑𝑑 ≤ 500

0 ≤ 𝜆𝜆 ≤ 1
0 ≤ 𝜇𝜇 ≤ 1

           (3.7) 

For the implementation of the FOPID, we have use the Oustaloup’s recursive approximation with 

a frequency range of 𝜔𝜔 ∈ {10−4, 104} rad/s and 10th order. 

The final optimal parameters obtained are as follows : 

Table 3.3 Fuzzy fractional PID parameters 



43 
 

𝐾𝐾𝑝𝑝 𝐾𝐾𝑖𝑖 𝐾𝐾𝑑𝑑 𝜆𝜆  𝜇𝜇 

2.3303 0.39328 9.6891 0,99878 0.99998 

 

For the simulation results of a unit step response, we compare our new approach with PID 

controller and FPID controller. 

The ideal response of the system should have the characteristics of quick settling time, zero steady 

state error, and stable. 

Figure 3.7 and Figure 3.8 presents the time performance results for a step input with the control 

signal efforts of the controllers. 

 
Figure 3.7 Level control using different controllers 

 

Figure 3.8 Different control signals 

   The PID controller has oscillations with a peak overshoot. The response of fuzzy logic controller 

is almost smooth but not as fast as the FFPID controller. The  FFPID controller reaches the desired speed 

with remarkable results and superior performance compared with other controllers. The control signals 

figure shows that the proposed controller presents a pic effort at the beginning and then less effort after 

10s compared with the others. 
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  For load disturbance rejection, PID controller shows good performance compared with both FPID and 

FFPID controller.   

 
Figure 3.9 Load disturbance rejection for a step injection 

3.6 Conclusion 

The proposed controller is established for a TTP and seeks a benefit of hybridizing fuzzy control 

with FOPID. It has been proven that the controller shows high performance and effectiveness for the 

level control of three tank system. As a perspective work on the tuning of this type of controller, we can 

use another enhanced biologic algorithm such as artificial immune algorithms, SI. 
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4. Control theory - artificial 

immune system 
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4.1 Introduction 

Natural immune system is a robust and adaptative biological mechanism able to protect the body 

against possible disease due to foreign invaders (referred to as antigen) such as viruses, bacteria, 

parasites…etc, the antigen is the material that trigger the immune response, to eliminate these foreign 

invaders. The natural immune system can differentiate between self-cell and non-self-cell . In the other 

hand antibodies part of self-cells are chemical proteins produced by the immune system to bind the 

antigen and form an antigen-antibody complex to de-activate it. There are five classes of antibodies: IgG, 

IgE, IgM, IgA, IgD. 

The process of interaction between antigen (non-self-cell) and antibody (self-cell) and its 

expansion to enhance the antigen-specific immune response leads to the development of several theories: 

 Negative selection theory. 

 Clonal selection theory. 

 Network theory. 

 Danger theory. 

Natural immune system is a multilayer system composed of two parts : the innate immune system 

and the adaptive immune system, both influence each other. 

 
Figure 4.1 Innate immunity vs. Adaptive immunity 

Source : Cell Signalling Technology (CST) https://www.cellsignal.com/  

4.2 Innate immune System 

The innate immune system is the primary response of defence which provides barriers to 

pathogens through different mechanism using skin, mucous membrane, physiological conditions (PH, 

temperature, chemical mediators…etc), defence cells and proteins…etc. it is considered as a fast 

https://www.cellsignal.com/
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response but non-specific as it responses to germs in the same way and not able to form any cellular 

memory. 

The main functions of the innate immune system are : 

 The physical and chemical barrier against infectious agents. 

 The identification and elimination of foreign bodies present in the body by white blood cells. 

 Activation of adaptive immunity through the presentation of molecular pattern associated 

with pathogens. 

4.3 Adaptive immune System 

The adaptive immune system intervenes when the primary innate is not able to destroy the 

pathogens, it is slower than the innate but more accurate and highly specific.  

The immune system is supposed to face repeated antigens (Ag) or non-self-cells, the first time of 

exposure stimulates the immune response system, this response is handled by the lymphocytes, which 

will produce different antibodies (Ab), the response to the second exposure of antigens is improved, as 

one of the important advantages of this immune mechanism is the possibility to remember germs using 

a cellular memory associated with the first infection. This time the lymphocytes are characterized by 

speed and accuracy and produces high affinity anti bodies. It may take some days at the beginning to 

respond and then the second time the immune system reacts immediately. this feature is a principal 

characteristic of reinforcement learning as the interaction with the environment is improved step by 

step when doing a specific task.  

 
Figure 4.2 Primary, secondary, and cross-reactive response 

After an Ag enters to the body, when facing the same infection or having the cross-reactive response 

(structurally related antigen) will lead to faster response (secondary response). 
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There are two major characteristics unique to adaptive immunity : 

 The activation of a lymphocyte goes along with a clonal expansion (allowing to amplify the 

specific immune response to the antigen) and the establishment of a memory. 

 The genes encoding the antigen receptors of lymphocytes are subject to somatic and random 

recombination of DNA, called somatic recombination. the nature of lymphocyte antigen receptors 

is acquired and not genetically determined. 

The adaptive immune system is subdivided based on the lymphocyte types, T-cell lymphocyte for cell 

mediated immunity and B-cell lymphocyte for humoral immunity, see Figure 4.3 

4.3.1 Cell mediated immunity 

 Cell mediated immunity uses T lymphocytes, a type of white blood cells originates in the bone 

marrow and mature in the thymus. There are two types of T-cells, T-cell-helper which strengthen the B-

cells, T-cell-killer for destruction of foreign invaders and T-suppressor used to stabilize the immune 

system when the germs are killed. 

4.3.2 Humoral immunity 

Humoral immunity or referred to as antibody-mediated immunity. involves B lymphocytes, a 

type of white blood cells originates in the bone marrow and leave it as mature and then migrate to the 

lymph nodes, and responsible to produce antibodies to eliminate antigens. 

This immune response consists of four major steps : 

 Recognition of the antigen and clonal selection: the B lymphocytes that can recognize foreign 

molecules are selected, and this selection activates the B lymphocytes.  

 Activation of B lymphocytes: the selected B lymphocyte will go through serial mitoses, and we 

will then have clonal proliferation. 

 Differentiation of B lymphocytes: part of the B lymphocytes will transform into plasma cells 

and the other will form memory B lymphocytes. Memory cell will help to sped up the reaction 

when facing the same antigen. 

 Antigen neutralization: the antibodies synthesized by the plasma cells will be released to bind 

to the antigens. 
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Immune system

Innate systemAdaptive system

B-cell immunity
Humoral immunity

T-cell immunity
Cell-mediated immunity

 
Figure 4.3 T cell immunity vs. B-cell immunity 

4.4 Identification of Antigen structure 

The identification of the structure of antigen is done through a process referred to as affinity  

maturation which is composed of cloning process and hyper-mutation process, the cloning is the 

proliferation of lymphocytes that bind the antigen, and the somatic hyper-mutation process is the creation 

of mutated clones by the lymphocytes to learn the shape of the antigen to get a hight binding affinity. 

4.5 Artificial immune systems 

The AIS is a computational technique also known as immuno-logical computation can be applied 

to solve a wide ranges of engineering applications such as optimization, anomaly detection, pattern 

recognition and machine learning.  

From an automation perspective, it is considered as an intelligent system as it uses the learning 

mechanism when recognizing patterns and uses memory to take in consideration the past information 

which make him very powerful, consequently, this information processing technique has attracted the 

attention of computer science. A lot of algorithms today uses the analogy with biological systems as 

metaphors to develop some features with aim to resolve problems related to engineering, we can cite as 

an example but not limited to : neural networks algorithm, genetic algorithm…etc.  

4.6 AIS basic algorithms 

It has been shown in the natural immune system that the cooperation between B lymphocytes and  

T lymphocytes secrete antibodies to bind the antigen. Affinity is the number of Lymphokines that are 

secreted by T-cell to proliferate B-cells into plasma to produce antibodies. A mature T-cell has the 

capability to distinguish between self-cell and non-self-cell, by analogy artificial lymphocytes (ALC) can 

detect non-self-patterns with an affinity level. 

The basic steps for an AIS algorithm are the initialisation of a population to generate ALCs either 

randomly or using a training set, determine the stopping condition such as the number of iteration or 
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based on the convergence of ALCs….etc,  measurement of antigen affinity, referred to as similarity 

(matching rule) between ALCs and antigen patterns, measurement of network affinity between two ALCs 

and finally use a selection method such as negative selection, clonal selection…or other evolutionary 

techniques with mutation operators to adapt the ALCs. 

Similarity can mean hamming distance in binary encoding/initialisation, the Euclidean distance 

in a real variable or it could be correlations (Pearson correlation coefficient between two sets of data) …. 

etc. the selection method negative or clonal depends on the use case. The mutation is very similar to the 

ones found in genetic algorithms.  

AIS computational models inspired from natural immune theories are as follows :  

a. Negative selection model 

Also referred to as central tolerance which means tolerance for self-cells, it can differentiate 

between undesired antigen and self-cells. This process eliminates any T or B lymphocytes reactive to the 

body itself. 

In AIS, the negative selection algorithm is a training method mainly used to test ALCs for 

pattern recognition, the principle is to look for relations and useful pattern in the information. This can 

be applied on the anomaly detection problems. The idea is to train the ALCs (which represents the mature 

T-cell in the natural immune system) to be self-tolerant for self-patterns and determine the affinity 

between ALCs and patterns using a matching rule to recognize any element not part of the self-set, once 

the non-self is recognized, an appropriate action needs to be taken. The algorithm is described in [44]. 

b. Clonal selection model 

Clonal selection in AIS is having a mechanism of selection of a set of ALCs with hight affinity 

to a non-self-pattern, and then being cloned and mutated capable of binding specifically the antigen (non-

self-pattern). This method was mainly used in science and engineering for pattern recognition than 

adapted to solve multimodal and optimization. This feature inspired the development of the clonal 

algorithm (CLONALG). The algorithm is described in [45]. 

c. Immune network model 

The immune network paradigm developed by Niels Kaj Jerne in 1974. It is an hypothesis in 

immunology which announce that B-cells can interconnect to create a network. He was awarded the 

Nobel Prize in Physiology or Medicine in 1984 for the development of this theory. B-cells are stimulated 

by antigen and neighbour lymphocytes. In the context of AIS, the ALCs are in a network AIS, an affinity 

is calculated between ALCs and non-self pattern and/or between an ALC and other ALCs in the network 

to co-stimulate or co-supress each other, hence adapted to the structure of the antigen. 
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One of the important applications of this theory is the fault tolerant multi-robot cooperation in 

[51] 

d. Danger theory model 

In this AIS model, it differentiates between dangerous and non-dangerous, the main feature in 

this model is the use of a “stress signal” to determine if a non-self-pattern is dangerous. A good example 

of the beneficial use of this model to create an adaptable intrusion detection system (IDS) using the stress 

signal in danger theory, when any abnormal traffic is detected, the IDS will signal an alarm. 

4.7 Application areas of AIS 

The application of AIS is summarized in detail in [52], they can be grouped in different categories, 

classification and clustering, anomaly detection, optimisation and learning. 

4.7.1 Classification & clustering 

The classification is like any machine learning, it requires extraction, recognition and learning. It 

uses the supervised learning whereas the clustering uses unsupervised learning and it does not use any 

prediction. The use of CSA approach in [53] to resolve classification problems and immune network 

theory-based clustering algorithm in [54] 

4.7.2 Anomaly detection 

The idea of this method is to generate a set of detectors which represents the normal situation, it 

is possible then to detect an intrusion to the system or suspicious behaviour. One of the important pilar 

of anomaly detection is to use it in computer security to detect viruses or harmful intrusion and respond 

quickly to this unauthorized change. A practical example is the intrusion detection system used in 

firewalls to protect computers, one of the approaches is signature-based detection of previously known 

bad patterns such malware…etc, which has demonstrated its limitation to detect unknown malwares and 

viruses. In contrast, the natural immune system can respond to any unknown antigens, hence, the second 

approach which relies on learning mechanism such as AIS are anomaly-based detection capable of 

detecting a deviation or suspicious behaviour for anu unknown bad patterns. It can be used also in danger 

theory, which means that we do not need to intervene and respond to all intrusion but only when there 

is a danger. 

4.7.3 Optimization 

The purpose is to maximize or minimize a given criterion usually called an objective function 

which includes in automation engineering cost, control signal energy…etc. we can cite some examples, 

the use of danger model immune algorithm (DMIA) in [55] to solve general optimization problems, 

clonal selection algorithm (CSA) approach used as optimization algorithm in [56], novel immune clonal 

algorithm (NICA) in [57] for multiobjective optimization. 
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4.7.4 Learning 

The principle of learning is to acquire knowledge by experience, and apply this knowledge to 

solve unseen problems, a good example of immune learning is the vaccination. AIS combine the 

advantages of neural networks and learning classifier systems. 

Other minor application areas such as, image processing, control, autonomous navigation of 

robots…etc 

The examples cited above are an example but not limited to, but it still worth to continue searching 

where the AIS is suitable and best applied. 

4.8 AIS Enhancement & Hybridization 

4.8.1 AIS Enhancement 

The AIS system can also be associated with other techniques/approaches to enhance its 

functionality or extend its features. We can site the use of fuzzy logic, we can cite the fuzzy recognition 

algorithms in [58]. the use of probabilistic methods such as bayesian artificial immune system (BAIS) in 

[59] and gaussian artificial immune system (GAIS) in [60]. Chaos theory and Kernel method. Etc 

4.8.2 AIS Hybridization 

The AIS system can be combined with other mechanisms to solve difficult problems, nature 

inspired such as ANNs, GA and SI approaches. Or with machine learning such as support vector 

machines (SVMs) and k-nearest neighbours (kNN). 
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5.1 Introduction 

Many studies show the advantages of using bio inspired techniques to add learning capabilities 

such as the use of artificial neural networks inspired from brain-nervous system or adding a self-learning 

when using genetic algorithms to solve mathematical optimization problems. Hence the performance of 

bio-inspired control system is much better than the classical one. 

Biological techniques include also endocrine system and immune system. The immune system 

has the capability to erase viruses and germ thanks to its self-adaptability, learning memory and pattern 

recognitions. 

From control system perspective, many automations controller are inspired from this biological 

mechanism. Neural networks controllers have been investigated in terms of robustness and performances 

[61], artificial immune feedback controller in terms of enhancing the performances of such as speed and 

stability. Etc.  

5.2 Design of immune system law 

In this chapter we will develop an immune feedback law based on the immune system behaviour. 

There are two types of immune mechanisms, innate considered as general, rapid and without memory. 

adaptive which is specific, slow and with long term memory. And there are two types of immune 

responses processes, humoral response where the antibodies are produced in B-cell to eliminate the 

foreign germs and a cellular response based on T-cell to kill the viruses. 

The immune feedback law that we will consider in this study is adaptive. The schema Figure 4.1 

shows the principle of adaptive immune response. 

Antigen 
presenting cell

Helper T-cell

Killer T-cell

Supressor T-cellB-cell

Memory cell

AttackAntigen

Antibody

Attack

+

+

+

++
+

– 

– 

– 

 
Figure 5.1 Immune system 

The biological immune system is too much complex, hence we simplify the schema to the following : 
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Figure 5.2 Simplified immune system 

When the antigen enters the body, an immune system cell presents parts of intruders to T cells, 

The T helper cells (𝑇𝑇ℎ cells), also known as CD4+ cells or CD4 positive cells stimulate the B-cells to 

create antibodies and neutralize the antigen, when the antigen start decreasing, The regulatory T cells 

formerly known as suppressor T cells increase and consequently the B-cell reduces the production of 

antibodies until the system tends towards the equilibrium. 

The immune system can be described by the following equations [62]:  

The amount of antigen at the 𝑘𝑘𝑡𝑡ℎ generation is 

𝜀𝜀(𝑘𝑘) = 𝛾𝛾𝜀𝜀(𝑘𝑘 − 1) − 𝑑𝑑(𝑘𝑘 − 𝑑𝑑)        (5.1) 

Where 𝛾𝛾 is the multiplication factor, d is the delay time between the infection and the reaction and 𝑑𝑑 is 

the amount of b-cells consistency. 

The stimulation of B-cells is described by the following : 

𝑑𝑑(𝑘𝑘) = 𝑇𝑇ℎ(𝑘𝑘) − 𝑇𝑇𝑠𝑠(𝑘𝑘)           (5.2) 

The helper T-cell is described by the following : 

𝑇𝑇ℎ(𝑘𝑘) = 𝑘𝑘1𝜀𝜀(𝑘𝑘)            (5.3) 

Where 𝑘𝑘1 is the stimulation factor. 

The suppressor T-cell is described by the following : 

𝑇𝑇𝑠𝑠(𝑘𝑘) = 𝑘𝑘2𝑓𝑓[𝑑𝑑(𝑘𝑘),∆𝑑𝑑(𝑘𝑘 − 𝑑𝑑)]𝜀𝜀(𝑘𝑘)       (5.4) 
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Where 𝑘𝑘2 is the suppressor factor and the function 𝑓𝑓(𝑥𝑥) is a nonlinear function which describe the change 

of antibodies based on antigen consistency.  

We assume that 𝑓𝑓(𝑥𝑥) is defined as follows [63]: 

𝑓𝑓(𝑥𝑥) = 1 − 2
1+exp(−𝑐𝑐𝑑𝑑) , C > 0         (5.5) 

Where 𝑐𝑐 is a parameter that changes the function shape and −1 < 𝑓𝑓(𝑥𝑥) < 1 

From the previous equations, the consistency of B-cells can be described as follows : 

𝑑𝑑(𝑘𝑘) = 𝑘𝑘1𝜀𝜀(𝑘𝑘) − 𝑘𝑘2𝑓𝑓[𝑑𝑑(𝑘𝑘),∆𝑑𝑑(𝑘𝑘 − 𝑑𝑑)]𝜀𝜀(𝑘𝑘)    (5.6) 

          = 𝐾𝐾{1 − η𝑓𝑓[𝑑𝑑(𝑘𝑘),∆𝑑𝑑(𝑘𝑘 − 𝑑𝑑)]}𝜀𝜀(𝑘𝑘)      (5.7) 

Equation (4.7) describes the immune feedback law, where 𝜂𝜂 = 𝑘𝑘2
𝑘𝑘1

 is called the stabilization factor and the 

parameter 𝐾𝐾 = 𝑘𝑘1 control the response speed.  

Figure 5.3 shows the feedback law schematically, we assume that the integration of the stimulation 𝑑𝑑(𝑘𝑘) 

gives the activity of B-cells, and the differentiation of this last gives the antibodies responsible to kill the 

antigen. 

 
Figure 5.3 Immune feedback law 

5.3 Design of immune PID controller 

By analogy, the immune system controller can be derived from the immune system law, in control 

system theory, the 𝑘𝑘𝑡𝑡ℎ generation is considered as sampling number and the amount of antigen 𝜀𝜀(𝑘𝑘)  at 

the 𝑘𝑘𝑡𝑡ℎ generation can be seen as control error 𝑒𝑒(𝑘𝑘) between the desired output and the feedback. The 

total stimulation of B-cell is considered as the control signal 𝑢𝑢(𝑘𝑘) 

𝑢𝑢(𝑘𝑘) = 𝐾𝐾{1 − η𝑓𝑓[𝑢𝑢(𝑘𝑘),∆𝑢𝑢(𝑘𝑘 − 𝑑𝑑)]}𝑒𝑒(𝑘𝑘)       (5.8) 

         = 𝑘𝑘𝑝𝑝𝐹𝐹𝑒𝑒(𝑘𝑘)               (5.9) 
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𝑘𝑘𝑝𝑝𝐹𝐹 = 𝐾𝐾{1 − η𝑓𝑓[𝑢𝑢(𝑘𝑘),∆𝑢𝑢(𝑘𝑘 − 𝑑𝑑)]} is a nonlinear gain of the immune controller, which is like a 

proportional controller.  

To enhance the performance of this last, we have decided to combine it with a PID controller. 

The transfer function of a PID controller is as follows : 

𝑢𝑢𝐹𝐹𝐹𝐹𝐹𝐹(𝑡𝑡) = 𝐾𝐾𝑝𝑝𝑒𝑒(𝑡𝑡) + 𝐾𝐾𝑖𝑖 ∫ 𝑒𝑒(𝑑𝑑)𝑑𝑑𝑑𝑑𝑡𝑡
0 + 𝐾𝐾𝑑𝑑

𝑑𝑑
𝑑𝑑𝑡𝑡
𝑒𝑒(𝑡𝑡)      (5.10) 

𝐾𝐾𝑝𝑝,𝐾𝐾𝑖𝑖  and 𝐾𝐾𝑑𝑑  are the proportional, integrator and derivative gains respectively. 

When combining the immune controller with the PID we obtain the immune feedback controller based 

on the PID controller. 

The transfer function of the PID controller based on immune feedback is as follows : 

𝑢𝑢(𝑡𝑡, 𝑥𝑥) = 𝐾𝐾{1 − η𝑓𝑓[𝑢𝑢(𝑘𝑘),∆𝑢𝑢(𝑘𝑘 − 𝑑𝑑)]} ⋅ �𝐾𝐾𝑝𝑝𝑒𝑒(𝑡𝑡) + 𝐾𝐾𝑖𝑖 ∫ 𝑒𝑒(𝑑𝑑)𝑑𝑑𝑑𝑑𝑡𝑡
0 + 𝐾𝐾𝑑𝑑

𝑑𝑑
𝑑𝑑𝑡𝑡
𝑒𝑒(𝑡𝑡)�   (5.11) 

The block diagram representing this controller is as follows : 

 
Figure 5.4 Immune PID controller 

According to the positive/negative action of η𝑓𝑓[𝑢𝑢(𝑘𝑘),∆𝑢𝑢(𝑘𝑘 − 𝑑𝑑)] the immune controller keeps 

the system stable. The immune controller has 5 parameters, it provides two additional degree of freedom 

to the PID, when η = 0 the transfer function becomes an equation of a classical PID controller. 

5.4 Design of FOPID based on immune law 

The FOPID is considered as a generalization of PID controller, it has two additional degree of 

freedom, hence it provides more parameters to adjust than the classical PID, all the parameters are 

optimized using the genetic algorithms by minimizing an objective function based on ITAE criterion. 

The idea of this design is to replace the classical PID with a fractional controller. 

The FOPID controller can be defined in S-domain as follows [37] : 
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𝐸𝐸(𝑠𝑠) =  𝐾𝐾𝑝𝑝 + 𝐾𝐾𝑖𝑖𝑆𝑆−𝜆𝜆 + 𝐾𝐾𝑑𝑑𝑆𝑆𝜇𝜇; (𝜆𝜆, 𝜇𝜇 > 0)     (5.12) 
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The FOPID controller can be defined in time-domain as follows : 

𝑢𝑢𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹(𝑡𝑡) = 𝐾𝐾𝑝𝑝𝑒𝑒(𝑡𝑡) +  𝐾𝐾𝑖𝑖𝐷𝐷−𝜆𝜆𝑒𝑒(𝑡𝑡) + 𝐾𝐾𝑑𝑑𝐷𝐷𝜇𝜇𝑒𝑒(𝑡𝑡)     (5.13) 

𝐾𝐾𝑝𝑝,𝐾𝐾𝑖𝑖  and 𝐾𝐾𝑑𝑑  are the proportional, integrator and derivative gains respectively. 

λ and μ are the fractional orders of integration and differentiation. 

When combining the FOPID with immune controller we obtain the FOPID controller based on 

IFM. 

The transfer function of the FOPID controller based on immune feedback is as follows [64]: 

𝑢𝑢(𝑡𝑡, 𝑥𝑥) = 𝑘𝑘𝑝𝑝𝐹𝐹 ⋅ 𝑃𝑃𝐼𝐼𝜆𝜆𝐷𝐷𝜇𝜇(𝑡𝑡)            (5.14) 

where 𝑘𝑘𝑝𝑝𝐹𝐹 = 𝐾𝐾{1 − η𝑓𝑓[𝑢𝑢(𝑘𝑘),∆𝑢𝑢(𝑘𝑘 − 𝑑𝑑)]} and 𝑃𝑃𝐼𝐼𝜆𝜆𝐷𝐷𝜇𝜇(𝑡𝑡) = 𝑢𝑢𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹(𝑡𝑡) 

The simplified equation of is described as follows : 

𝑢𝑢(𝑡𝑡, 𝑥𝑥) = 𝐾𝐾{1 − η𝑓𝑓[𝑢𝑢(𝑘𝑘),∆𝑢𝑢(𝑘𝑘 − 𝑑𝑑)]} ⋅�𝐾𝐾𝑝𝑝𝑒𝑒(𝑡𝑡) +  𝐾𝐾𝑖𝑖𝐷𝐷−𝜆𝜆𝑒𝑒(𝑡𝑡) + 𝐾𝐾𝑑𝑑𝐷𝐷𝜇𝜇𝑒𝑒(𝑡𝑡)�     (5.15) 

The FOPID controller based on IFM has 8 parameters, it provides five additional degree of 

freedom to the PID, when η = 0 and the λ=μ=1, the transfer function becomes an equation of a classical 

discrete PID controller. 

5.5 Tunning of parameters using genetic algorithms  

The FOPID based on IMF controller parameters that needs to be optimized are represented by a 

vector x = (𝐾𝐾𝑝𝑝,𝐾𝐾𝑖𝑖, 𝐾𝐾𝑑𝑑, λ, μ, η, 𝑐𝑐, 𝐾𝐾). 

The tunning of these parameters is based on the minimization of ITAE criterion using the GA. 

The fitness function is described as follows : 

𝐽𝐽(𝑥𝑥) = ∫ 𝑡𝑡|𝑒𝑒(𝑑𝑑, 𝑥𝑥)|𝑑𝑑𝑑𝑑𝜏𝜏=𝑡𝑡𝑚𝑚𝑎𝑎𝑚𝑚
𝜏𝜏=0          (5.16) 

and the minimization of this fitness function using genetic algorithms can be described as follows : 

min
𝑑𝑑∈Ω

𝐽𝐽(𝑥𝑥) = min
𝑑𝑑∈Ω

∫ 𝑡𝑡|𝑒𝑒(𝑑𝑑, 𝑥𝑥)|𝑑𝑑𝑑𝑑𝜏𝜏=𝑡𝑡𝑚𝑚𝑎𝑎𝑚𝑚
𝜏𝜏=0        (5.17) 

Subjected to Ω =

⎩
⎪⎪
⎪
⎨

⎪⎪
⎪
⎧

𝐾𝐾𝑝𝑝 (𝑝𝑝𝑓𝑓𝑓𝑓𝑝𝑝𝑓𝑓𝑓𝑓𝑡𝑡𝑙𝑙𝑎𝑎𝑛𝑛𝑙𝑙 𝑏𝑏𝑎𝑎𝑙𝑙𝑛𝑛)
𝐾𝐾𝑖𝑖(𝑙𝑙𝑛𝑛𝑡𝑡𝑒𝑒𝑏𝑏𝑓𝑓𝑎𝑎𝑡𝑡𝑓𝑓𝑓𝑓𝑏𝑏𝑎𝑎𝑙𝑙𝑛𝑛)

 𝐾𝐾𝑑𝑑 (𝑑𝑑𝑒𝑒𝑓𝑓𝑙𝑙𝑣𝑣𝑎𝑎𝑡𝑡𝑙𝑙𝑣𝑣𝑒𝑒 𝑏𝑏𝑎𝑎𝑙𝑙𝑛𝑛)
𝜆𝜆 (𝑓𝑓𝑓𝑓𝑎𝑎𝑐𝑐𝑡𝑡𝑙𝑙𝑓𝑓𝑛𝑛𝑎𝑎𝑙𝑙 𝑓𝑓𝑓𝑓𝑑𝑑𝑒𝑒𝑓𝑓 𝑓𝑓𝑓𝑓 𝑙𝑙𝑛𝑛𝑡𝑡𝑒𝑒𝑏𝑏𝑓𝑓𝑎𝑎𝑡𝑡𝑙𝑙𝑓𝑓𝑛𝑛)

𝜇𝜇(𝑓𝑓𝑓𝑓𝑎𝑎𝑐𝑐𝑡𝑡𝑙𝑙𝑓𝑓𝑛𝑛𝑎𝑎𝑙𝑙 𝑓𝑓𝑓𝑓𝑑𝑑𝑒𝑒𝑓𝑓 𝑓𝑓𝑓𝑓 𝑑𝑑𝑙𝑙𝑓𝑓𝑓𝑓𝑒𝑒𝑓𝑓𝑒𝑒𝑛𝑛𝑡𝑡𝑙𝑙𝑎𝑎𝑡𝑡𝑙𝑙𝑓𝑓𝑛𝑛)
η = 𝑘𝑘2/𝑘𝑘1 (𝑠𝑠𝑡𝑡𝑎𝑎𝑏𝑏𝑙𝑙𝑙𝑙𝑙𝑙𝑠𝑠𝑎𝑎𝑡𝑡𝑙𝑙𝑓𝑓𝑛𝑛 𝑒𝑒𝑓𝑓𝑓𝑓𝑒𝑒𝑐𝑐𝑡𝑡)

𝑐𝑐 (𝐶𝐶𝑓𝑓𝑛𝑛𝑠𝑠𝑡𝑡𝑎𝑎𝑛𝑛𝑡𝑡)
𝐾𝐾 = 𝑘𝑘1 (𝑆𝑆𝑡𝑡𝑙𝑙𝑙𝑙𝑢𝑢𝑙𝑙𝑎𝑎𝑡𝑡𝑙𝑙𝑓𝑓𝑛𝑛 𝑓𝑓𝑎𝑎𝑐𝑐𝑡𝑡𝑓𝑓𝑓𝑓)

 

Each parameter is limited by minimum and maximum boundary as follows : 
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𝑥𝑥𝑚𝑚𝑖𝑖𝑛𝑛 ≤ 𝑥𝑥 ≤ 𝑥𝑥𝑚𝑚𝑎𝑎𝑑𝑑 

5.6 Application to control time-delay systems 

The proposed controller is tested on time delay systems, the simulation shows its effectiveness in 

terms of robustness to gain and time delay variations, time domain performances and disturbance 

rejection.  

Many of process control applications can be good approximated by time-delay systems. To 

demonstrate our approach, we applied the FOPID based on IFM to control time-delay systems and 

compared this simulation with immune PID, when changing different parameters : time constant - time 

delay – and gain parameter to study the robustness and effectiveness of both commands. 

The transfer functions of the systems to be controlled are : 

First-order plus time-delay system (FOPTD) :   𝑆𝑆𝑦𝑦𝑠𝑠1 = 1
2.5𝑆𝑆+1

𝑒𝑒−1.8𝑆𝑆       (5.18) 

Delay dominant system :      𝑆𝑆𝑦𝑦𝑠𝑠2 = 1
2𝑆𝑆+1

𝑒𝑒−4𝑆𝑆           (5.19) 

The fitness function is described as follows : 

𝐽𝐽(𝑥𝑥) = ∫ 𝑡𝑡|𝑒𝑒(𝑑𝑑, 𝑥𝑥)|𝑑𝑑𝑑𝑑𝜏𝜏=𝑡𝑡𝑚𝑚𝑎𝑎𝑚𝑚
𝜏𝜏=0          (5.20) 

The minimization of the fitness function using GA 

min
x∈Ω

J(x) = min
x∈Ω

∫ t|e(τ, x)|dττ=tmax
τ=0        (5.21) 

The search space for the FOPID parameters is : 

Ω =

⎩
⎪⎪
⎪
⎨

⎪⎪
⎪
⎧

0 ≤ 𝐾𝐾𝑝𝑝 ≤ 500
0 ≤ 𝐾𝐾𝑖𝑖 ≤ 500
0 ≤ 𝐾𝐾𝑑𝑑 ≤ 500

0 ≤ 𝜆𝜆 ≤ 1
0 ≤ 𝜇𝜇 ≤ 1

≤ η = 𝑘𝑘2/𝑘𝑘1  ≤
0 ≤ 𝑐𝑐 ≤ 50

0 ≤ 𝐾𝐾 = 𝑘𝑘1  ≤ 200

          (5.22) 

For the implementation of the FOPID controller, we have use the Oustaloup’s recursive 

approximation with a frequency range of 𝜔𝜔 ∈ {10−2, 102} rad/s and 4th order. 

5.7 FOPTD system :  

The Ziegler–Nichols tuning method has been used to initialize the GA, the parameters are listed in Table 

5.1, and the final optimal parameters obtained from GA are listed in Table 5.2 

Table 5.1 PID parameters computed using ZN tuning rule for FOPDT system 

𝑲𝑲𝑝𝑝 𝑲𝑲𝑖𝑖 𝑲𝑲𝑑𝑑 

1.7152 0.5848 1.2576 
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Table 5.2 FOPID based on IFM parameters computed using GA tuning rule for FOPDT system 

𝑲𝑲𝑝𝑝 𝑲𝑲𝑖𝑖 𝑲𝑲𝑑𝑑 𝝀𝝀 𝝁𝝁 𝒌𝒌 𝒏𝒏  𝒄𝒄  

401.5 65.1 0.016 0.48 0.06  9.77 × 10−5 0.0001 20.47 

 

After running GA, the optimization results are shown in Figure 5.5 comparing the fitness value 

vs. generation., in addition it gives the percentage of the stopping criteria. 

Figure 5.6 presents the comparison between FOPID based on IFM vs. immune PID in the time-

domain for a step response and Figure 5.7 shows the comparison between the control signal for both 

types of controllers. The time domain specifications are summarized in that Table 5.3 

From the numerical simulation results, it is shown that the proposed controller has a good 

performance with less effort, without overshot and with excellent steady error. Whereas the immune PID 

has a small overshot and requires huge effort to meet the same performance. 

 
Figure 5.5 GA optimization results for FOPDT system 
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Figure 5.6 Step response of both FOPID using IFM and immune PID for FOPDT system 

 
Figure 5.7 Control signal of both FOPID using IFM and immune PID for FOPDT system 

 

Table 5.3 Comparison of time domain performances for FOPDT system 

Controller used 
Peak  

(%) 

Settling Time  

(s) 

Rise Time  

(s) 

Steady State 

Error (%) 

Immune PID 1.4 5.7 2.76 1 

FOPID based on 

IFM 
No overshoot 9.8 5.44 0 

 

To evaluate the robustness, we change the time constant and time-delay for the system to simulate 

modeling uncertainties. 

Figure 5.8 presents a comparison between FOPID based on IFM vs. immune PID in the time-

domain for a step response and Figure 5.9 shows the comparison between the control signal for both 

types of controllers when increasing and decreasing the time constant. 
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Figure 5.10 presents a comparison between FOPID based on IFM vs. immune PID in the time-

domain for a step response and Figure 5.11 shows the comparison between the control signal for both 

types of controllers when increasing and decreasing the time-delay. 

From the numerical simulation results, it is shown that the proposed controller shows good 

performance with less effort and without overshoot, whereas the immune PID controller present a smaller 

overshoot when decreasing the time constant and a big overshoot when increasing the time delay. 

 
Figure 5.8 Reference tracking results when varying time constant for FOPDT system 

 
Figure 5.9 Control signal when varying time constant for FOPDT system 
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Figure 5.10 Reference tracking results when varying time-delay for FOPDT system 

 
Figure 5.11 Control signal when varying time-delay for FOPDT system 

Figure 5.12 shows load disturbance when using a random number as an input, the numerical 

simulation results show fast setting time and good rejection compared with the immune PID controller. 
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Figure 5.12 Load disturbance rejection for a random number disturbance for FOPDT system 

5.8 Delay dominant system 

The Ziegler–Nichols tuning method has been used to initialize the GA, the parameters are listed 

in Table 5.4, and the final optimal parameters obtained from GA are listed in Table 5.5 

Table 5.4 PID parameters computed using ZN tuning rule for delay dominant system 

𝑲𝑲𝑝𝑝 𝑲𝑲𝑖𝑖 𝑲𝑲𝑑𝑑 

0.9119 0.1661 1.2516 

 

Table 5.5 FOPID based on IFM parameters computed using GA tuning for delay dominant system 

𝑲𝑲𝑝𝑝 𝑲𝑲𝑖𝑖 𝑲𝑲𝑑𝑑 𝝀𝝀 𝝁𝝁 𝒌𝒌 𝒏𝒏  𝒄𝒄  

1.8257 0.0079346 3.1803 0.066297 0.99368 0.257 4.427 0.093956 

After running GA, the optimization results are shown in Figure 5.13 comparing the fitness value 

vs. generation., in addition it gives the percentage of the stopping criteria. 

Figure 5.14 presents the comparison between FOPID based on IFM vs. immune PID in the time-

domain for a step response and Figure 5.15 shows the comparison between the control signal for both 

types of controllers. The time domain specifications are summarized in that Table 5.6 

From the numerical simulation results, it is shown that the proposed controller has the same performance 

of immune PID controller but with less effort. 
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Figure 5.13 GA optimization results for delay dominant system 

 

Figure 5.14 Step response of both FOPID using IFM and immune PID for delay-dominant system 

 
Figure 5.15 Control signal of both FOPID using IFM and immune PID for delay-dominant system 
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Table 5.6 Comparison of time domain performances for delay-dominant system 

Controller used 
Peak  

(%) 

Settling Time  

(s) 

Rise Time  

(s) 

Steady State 

Error (%) 

Immune PID No overshoot 8.6 8.0 0 

FOPID based on 

IFM 
No overshoot 8.6 8.0 0 

 

To evaluate the robustness, we change the time-delay for the system to simulate modeling 

uncertainties. 

Figure 5.16 presents a comparison between FOPID based on IFM vs. immune PID in the time-

domain for a step response and Figure 5.17 shows the comparison between the control signal for both 

types of controllers when increasing and decreasing the time delay. 

From the numerical simulation results, it is shown that the proposed controller shows the same 

performance with slightly less effort. 

 
Figure 5.16 Reference tracking results when varying time-delay for delay-dominant system 

 

 
Figure 5.17 Control signal when varying time-delay for delay-dominant system 
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5.9 Conclusion 

A new FOPID controller based on IFM is developed, the controller-parameters are optimized using 

EA, in this article we have used the GA. The design control law is used to control time delay systems. 

Comparative simulation results with immune PID controller demonstrate the effectiveness of the 

proposed control technic in terms of dynamic tracking of the reference and disturbance rejection.  
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General conclusion and perspective 
In recent years, there is a huge focus on techniques used to create machines capable of 

simulating human intelligence. In this context, the scientific research in the field of CI is experiencing 

great progress, different CI paradigms reaches a mature and stable phase enough to be used by the 

industry. In another hand, FOC which uses the possibility of defining non-integer powers of the operators 

of derivation and integration of automation controllers is being used in different fields specifically in 

control engineering of various processes as it has been shown that this type of controllers increase the 

performance and robustness of the control loop. 

This thesis has as objective using both advantages of CI and FOC, we have used the CI to  

increase the degree of freedom of the FOPID controller and enhance its performance when controlling 

industrial systems. The proposed design controllers have been validated by simulation in MATLAB. 

In the introduction, a general review of the state of the art of the principal important work  

developed to improve the performance of FOC targeting the control of industrial systems, mainly time 

delay systems, UGVs and UAVs, and then we provide in the first chapter an introduction to FC theory 

that will help us understand the design of FOC. The second chapter provides a brief overview of CI field 

part of artificial intelligence with its different subcategories mainly FS and AIS. This will help the reader 

to have a holistic overview of this scientific field. the theories provide deep explanation that will help us 

understand the design of the proposed controllers. In the third chapter we proposed the first design control 

law based on the combination of FS and FOC. The proposed controller has been tested by simulation to 

control the liquid level in three tank system. The fourth chapter focus on the AIS theory pat of CI and 

the design of a FOC based on IFM in a classical control loop, The proposed controller has been tested 

by simulation to control time delay-systems. 

As a perspective work, we propose to extend the application of this type of controllers to UGVs 

and UAVs and other type of processes, and it will be also worth to develop an efficient method to 

implement these types of controllers. Other powerful techniques can be also used to tune the controller 

parameters such as the use of swarm intelligence, other evolutionary algorithms…etc online tunning can 

be also considered.  
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