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Abstract

Biometry is the use of biological features in artte identify individuals; biometric
systems aim to make such identification automdést and highly reliable; a biometric
system uses one or multiple modalities to verife tllentity of a user, a highly
recommended biometric modality is the palmprintnipaint recognition systems are highly
reliable because of the properties of palmprindsnfitheir distinctiveness to their stability
over time, and also their accessibility since theme multiple ways to acquire a palmprint
image. The recognition process goes through malspps from the image acquisition, pre-
processing, feature extraction and finally match{og classification); each step has a
plethora of ways it can be done by. The recognitibthe palmprint is best done using deep
learning, using the convolutional neural networlexet to extract the features and then
classifying the palmprint accordingly, the systernerall returns good results and high

accuracy.
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| ntroduction

Identity authentication has been important siriee dld times, for centuries people
used multiple methods to verify identities, sucls@satures which has been used since the
very first days of human history to verify transans, and they are still used to this day
along side other developed authentication methodb ss fingerprints, palmprints, face
recognition and other biometric methods. Using jpains has developed over the last few
decades and since, palmprint recognition systerasean in demand as their market share
grew. There are multiple ways to build a palmpretognition system, a good method is to
employ deep learning and it's advanced algorithimghis study, we are going to give an
overview of biometry and it's different systems ighhighlighting palmprint recognition,
we are also studying deep learning and then emmpdoiti to build a robust and highly

reliable palmprint recognition system.



Chapter 1 Biometry 2021

1. Introduction

Fraud, forging, impersonation, imposing and othler &cts that only serve to steal, trespass
and endanger people have always been, and hasaceasad to grow, either in old times or
modern day societies, and especially in these tiofiggchnological advancement, when
most of personal information, banking statements taansactions can be stored or done
online, and many other fields now use electroniceperate. Security is paramount, and
access to private places, files or assets has pydiected and restricted to the right people
whom these things are meant for, and here biometnytroduced, as it aims to identify a
person using their biological features, biometryl wive a reliable solution against fake
identification, and ensure restricted access agl &ecurity. In this chapter we will explain
biometry in detail and display it's different motiais.

2. Biometry by definition

Biometrics is the science of identifying or verifgi an individual based on their biological
characteristics. it tends to be used in biometyistesns that aim to make recognition
automatic and reliable. The idea of identifyingiinduals by their physical characteristics
actually dates back to the 19th century, when AfgeoBertillon introduced the first steps of
forensic science, which used biometric identificati his method, called Bertillonage,
allowed the French police to identify criminalsdbgh several physiological measurements,
however this method was manual and was performbdoyrexperts.

Biological characteristics are distinguishing featuthat are unique to each person which
makes biometrics reliable. Characteristics can iveded into two groups: physical and
behavioral characteristics and are called biometradalities. Physical characteristics are
the most commonly used, they are physical featsuet as fingerprints, palmprints, iris,
hand geometry, ...etc, while behavioral charadiesisre based on the actions of the person,
let's say the most usual ones such as gait, faxgkssion, ...etc.

Biometrics is the best and most efficient way tafyea person's identity because ID cards
and badges can be forged, passwords can be gumsgederated, and keys can be lost or
stolen, while biometric data is not reproduciblé&jeir guarantees security against theft, loss

and forgery.
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Chapter 1 Biometry 2021

3. Biometric Modalities
A biometric modality is a distinctive characterstf an individual, it is used to verify the
identity of a person. Any biometric modality has fiollowing properties:
» Universality: it can be found in every individual.
» Digtinctiveness:. it is unique for each individual, you will not finidvo individuals
with the same biometric representation.
o Stability : for it to be reliable, it must be stable over tintedoes not change over
time, and also regardless of acquisition conditions
» Collectability: it can be acquired (scanned, recorded...etc).
» Performance: it must ensure fast, robust and accurate recognitio
» Acceptance: it should be relatively easy to use.
» Circumvention: it must be hard to falsify, it gets more reliabke ibgets harder to
reproduce by others.

The following table shows some examples of bioretrodalities:

Physical modalities Behavioral modalities
Fingerprints Keystrokes
Palmprints Gait (way of walking)
Hand geometry Signature

Face \Voice

Ear

DNA

Iris

Table. 1.1: Some biometric modalities.

3.1. Physical Modalities
These are some biometric modalities that rely ogsiglal (morphological) features to
establish a distinctive identification:
« Fingerprints : These are probably the most used biometric modaibmetric
systems based on this modality are quite populdrcan be found in a lot of places,

they can be used for both identification and veatiion. The method used to verify
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fingerpints is by matching it's minutiae details, it isiguthe robust metho
however it faces some difficulties when it comesinmage acquisition since
requires contact scanning, humidity and hygiene aféect the performance of tl
system.

= == A ‘
Figure. 1.1 : A sample of fingerprints.

Palmprints : The use of palmprints is considered a popular nieihobiometric
systemsPalmprints are rich in features and can be recegnether from their mai
lines and wrinkles which can be acquired even ftom resoluion images, or from
it's minutiae details, but those require high rasoh images of the palmprir
Palmprint image acquisition can be done eithergusoanners that require contact

without contact using digital camer

Figure. 1.2 : A palmprint image

Hand Geometry : Based on the fact that every person has a didienad shape thi
doesn’t significantly change with time, the handmetry identification was adapte

and it is quite the popular method. Hands are neieced either by checking tf
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geometry of the whole hand, or by only checking twwérs, it bases on the len¢

and shape of the fingers and knuc.

Figure. 1.3: Identification Using Hand Geome
Face : This biometric technology uses images of a perstace to verify thei
idertity, it is considered a robust method to recognimividuals, however, a fac
itself as a modality can change with age, or withkeup and plastic surgery, a
even different facial expressions can have an effe¢he recognition process. The
are two types of facial recognition systems, ones thabgaize a person in a knov
environment, mostly used in authentication, andeotsystems that recognize

individual from a group of people in a random eamiment

Figure. 1.4: Facial Recognition.

Ear : It is a fairly new method of recognition, it wasggiested that the shape of -
ear is distinct from a person to another. An apgnoased in ear recognition
verifying the maxiine, which is a line that has both its end pomsthe edges of tr

ear.
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Figure. 1.5: Ear Recognition.

* DNA : it is short for Deoxyribo Nucleic Acid, it is uniguor every individual and
can be found in every single cell of the body, whimakes it a very reliab
biometric modality when a positive identificatiogrequired, however it's not co
effective since it requires a lot of testing ando@ces, it's mostly used in legal e

law enforcement fields.

Base pairs

Adenine  Thymine

— )

Guanine Cylosine

Sugar phosphate
bkackbone

Figure. 1.6: Identification Using DNA.

* Iris: It is probably the most effective biometric tecltom, iris is rich in textures
and it's patterns are distinct from person to aegtmot to mention that th
technology is safe to use, and it gives resultsiglt speeds with great accuracy

well.
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a) Acquisition Detection
)

(d) Emhanced iris texture

_—n = == = =

(€) Iris=code 1-D Log-tiabar wavelet

(F) Iris-code quadratic spline wavelet

Figure. 1.7: Steps Of Iris Recognition.

3.2. Behavioral Modalities
These are the biometric modalities that rely onmalividual's behavior to establish th
identity :
 Keystrokes : It is one of the latest technologies in biometrgy#troke dynamic
works by analyzing the way an individual types,ngkas factorshe time and speed
of typing of the user, however it’'s not too statde,the mood of the person can af
it and also the fact that the way of typing changeshe person gets used more

more to typing.

Figure. 1.8: Keystrokes.
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Gait : It is themethod of recognizing individuals through their wafywalking, it is
true that every person has their special way ofinggtheir body language, it can
a good way to identify individuals, however, it che flawed since there are so
conditions thatffect the gait of a person, an injure that wouddise the person
limp, or not walk comfortably can affect the systaren it comes to recognitio

still though it can be reliable in some ca

Figure. 1.9: Identification Using Gait.

Signature: Since centuries, signatures have been used ashadnatauthenticatior
so it makes sense to adapt them into a behaviaoahdiric modality. Biometric
systems based on signature recognition not onijyvire shape of the signature, t
they analyze t# way of writing, how it fast it was, how the “&§ icrossed and ho
the “i” is dotted, and that helps verify the idéynif the signer as we

Signature
T400- T —=7 T

. i i i S i i [ S
56%:0 1600 1800 2000 2200 2400 2600 2800 3000 3200 3400

Figure. 1.10: Signature Recognition.
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* Voice: it can be considered as one of the most convebiometric modalities, th
voice is distinct, and it is also nearly univergakoice recognition system works |
analyzing the waveforms and air pressure patteimenva person talks, the probl
however with it, is that a voice can be mimickezt;ardec or in some very comma
cases the person can have a cold or a sore tlarwétthat would gravely affect tl

performance of the syste

Figure. 1.11: Vocal Recognition.

3.3. Comparison between biometric modalities

Naturally, not all biometric modalitiewould give the same degree of reliability, each
has it's advantages and disadvantages, they aé tiatough their properties (which we
mentioned previously, Universality, Distinctivene&tability, Collectability, Acceptanc
Performance and Cirowention) , the following table that originatesrfralain 2004 [7
evaluates each property with 3 levels of qualitghh medium and low using ttfollowing

notations ¢ ¢, « « ande respectively
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Biometric modality U D s Co A Ci P
Face T ® e s 0@ AR ™ ®
[ris see wewe ewe P - e e
Fingerprint (3 see ooe e oo o0 XK
Hand geometry .o oo e °* o0 o oo oo
Palmprin (3 ses oee .o o e .o K
l\‘_{‘!‘l.'.H1 ]_'[_I']';'I'_‘! L L L @ e L N L
Odor see wsee eee @ o e ® 8
Retina see e e o » » T
Signature . . . se8 sas seo ®
Voice e * ® .e see wseoe .
Hand vein (. .o " . e .o - e
DNA NN W ‘NN ™ ™ » . o 8

Table. 1.2 : Comparison Between Biometric Modadi[2].

As it can be observed, behavioral modalities dostotre too well compared the physi
ones, we can see that their distinctiveness is dod@ so is their performance, wher
fingerprint and palmprint along with hand geometgore between high armedium in
every property, making them the most reliable mitidal

4. Biometric Systems

A biometric system is used to recognize individuadsed on their biometric data us
artificial intelligence techniques. It can be modalmultimodal if it relies, rspectively, on
one or more biometric modaliti

Biometric systems have 3 main components, whichtlageinput device, the biomet:
software and the database. The input device depmntl®e modality on which it is based
scanner is the best word to cribe it. it enrolls the inputs which are then ussdthe
software, which is the main core of the systemt psocesses the inputs and converts tl
into digital data, then compares its features whth database, the software is so impor
because th accuracy of the whole system mainly dependssoquélity, as for the databa:

it is used to store data such as the featuresatettdrom input samples which are th
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used for comparison. There are three processingesnfmt biometric systems: enrollment
mode, verification mode and identification mode.

4.1. Enrollment Mode

This is considered the learning phase for the mysié collects biometric information
through scanners, processes it and creates fesarers and saves them into the database,
these vectors would later on be used as templatesripare with when the system is in
verification or identification mode. Some systeregjuire this mode, while some others
don’t use need it.

4.2 Verification Mode

In this mode the system is active, after acquitiveginput image, it goes through processing
and extracts it's features which would give it attee vector, the system then compares that
feature vector with the ones saved in the databtmee,system is doing a one-to-one
comparison, so it will authenticate the identityt finds a match, otherwise it will reject it.

4.3 | dentification M ode

The system here is doing a one-to-N comparisonghvimeans it will look to associate the
identity with a person, it will compare the scanriedtures with the models saved in the
database, if it finds a match, it will identify tperson.

5. Performance and Evaluation of Biometric Systems

When a system is working in real time, its perfonce is affected by environmental
variations such as humidity and temperature, npiaed even the quality of the input
devices, as well as other changes that occur awer, tollecting all these variations would
make it almost impossible to get the same valuelkarfeature vectors for the same person.
Therefore, the matching algorithm is required tmpare between the samples and compute
their matching score, and then compare that scdtetie predefined acceptance threshold
(the percentage of similarity to decide if it's atch). Following this method, would create
the possibility of false acceptance along with dalsjection, and so the performance of a
biometric system is measured by two error valuedsd-Rejection Ratio (FRR) and False
Acceptance Ratio (FAR).

False rejection is the number of times the systgjects an authorized user and FRR is the
ratio of the false rejection to the number of tintes system is used for identification. In the

other hand, False acceptance is the number of timesystem accepts an unauthorized user

Page 10



Chapter 1 Biometry | 2021

and FAR is the ratio of the false acceptance tontihaber of times the system is used
identification [3]. The acceptance threshold is set to depending orFi® and FAR
having a low acceptance threshold would mean tisiem would require high degree
similarity to call a match, which would lead to@v FRR, but it would also increase 1
FAR, the security would be relatively low, on thier hand, if the acceptance threshol
set to a high value, it will decrease FAR ensuring high security, but it would al
increase the FRR which would make it a bit annoyingkeeps rejecting authorized ust
possibly unreliable if it the false rejection r&doo high, and so the acceptance threshc

set according to thneed, or what would be preferred, either low FRRRw FAR

ry FAR ——

Error

Fero FAR

>

0 mag

I reshokl
Figure. 1.12: Biometric System Performance Curys

EER is the Equal Error Ratio, it's the point whéaise acceptance rate and false reject
are equal, it can be considered the pof balance, but it's not necessarily the ideal
stated before the threshold is set according toddered security level, usually keepi
FAR very low is the priority, as a few false rejeos can be tolerated, but a fa
acceptance might have dicensequence

6. Applicationsof Biometry

Biometric systems assure security, they are quédetjgal and can come in handy in a lo
situations, there are a lot fields where biometg be applied, some of the application:

biometry:
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» Legal Applications : Justice and Law Enforcement make use of all kinfls o
biometric systems, they rely a lot on fingerpringgsalmprints, DNA, face
recognition... etc, either to track down criminals;y to identify them. The
advancement of biometry has always served law eafoent well, as it's use has
actually began there.

 Governmental Applications : It can be used in border control and airports,
biometric systems would serve to automate the gsooéborder crossing, it can also
be used in healthcare, it would help secure andagtee quick access to medical
records to doctors, which would help a lot in theanagement of medical
establishments.

« Commercial Applications: there are a lot of examples for commercial appbcest,
as of present day, it has been introduced into npessonal devices such as
smartphones and computers, increasing their leyedeourity and protecting the
privacy of the users. It is also used in privateusy, as the biometric systems can
be implemented nearly anywhere from a house ordoar to a covered button.
Biometry has also proven itself useful in the fioes as it can make transactions
much more secure, it helps a lot in banking andwaet management, securing
personal accounts and banking information, whichla/delp a lot against fraud.

The market of biometric systems has grown so fasheé last 2 decades, and it keeps on
growing as there has been an increase in the sharévate sector market, there has been a
need for biometric solutions especially for phonanmfacturers. The global biometrics
market reached a value of 28.2 billion USD in 202, it has been affected by COVID-19
as well, the fingerprints devices market has begre&ed to drop by 1.2 billion USD in
2020 [5].

In the other hand, the palm print is one of thet lpesforming biometric modalities, we
chose it as the subject of this research, givereltability in terms of distinction, stability
and performance compared to other modalities. Maeavhen using palmprints, you have
a region of interest (ROI) which is the the coretlid palm itself as shown in figures, the
region has the principle lines and wrinkles of Hand, delta points, minutiae features and

the geometry feature.
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There are two types of approaches for palmprindgettion, high resolutic approach (400
dpi or more) and low resolution approach(150 dpiess), the high resolution allows fo

very precise recognition process, it can be mairdgd by forensics to identify crimine

and so on, whilst low resolution is not so pre@sempard to the first one, but it is reliab

enough for commercial and civil use such as acoasgol

A scanner is required to acquire a palmprint, aangde of scanners is the C-Based

Palmprint scanner developed by the Hong Kong Pofytie University, i gives high

resolution images, and it is also accurate sinbastpegs that fixates the hand’s positior

the scanner, the image captured by the CCD (C-Coupled Device) camera is conver

into a digital image and then it gets proces

Figure. 1.14: Contactless Palmprint Scat
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6.1. Palmprint Image Acquisition

As already stated, a scanner is required to acquaa@mprint image, CC-Based Palmprint
scanners aren’'t the only way, we can euse digital cameras, video cameras and di
scanners to obtain the image. Unlike the (-Based scanner, digital and video cam
allow for contactless palmprint acquisition, whialould serve in a different approac
contactless scanning would help imize the hygiene problem, especially in the tiné
pandemics, such as the present one C(-19, or in places where high levels of hygit
are required such as hospitals. Digital scannershighly effective in collecting palmpril
images and they assuhigh precision, and their cost is relatively ldwgwever thei
downside is that they cannot be used for-time verification because of its long scann
times, Figure. 1.15 Shows 2 palmprint images, allected with a CCI-Based (a) scanner

and theother with a digital scanner (

(a)
Figure. 1.15: Palmprint Images Of Different Typ8k

When It comes to the data type, 2D palmprint imagesthe most used as they are
easiest to access and process. There are othex dfpmages as well such aD, multi-

spectral and minutiae images, the figures (1.1618) Demonstrate these data ty

Figure. 1.16: 2D Palmprint Image |
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Figure. 1.18: 3D Palmprint Images |

There are manyeffective acquisition algorithms, each one is budt suit it's mair
application making it highly reliable in the idestanning conditions, however, the r
world environment is changeable, and most of tire tthe ideal conditions would not
met, whch makes some algorithms unreliable for palmpecbgnition. The solution to th
problem is setting up different databases that lsitaueal world conditions, then evalu

the results and see if the algorithm is suitabteui®, or if it needs someodification.

6.2. Pre-processing Step
Preprocessing is the most important step in palmmecognition, as it influences t
subsequent steps (feature extraction and matchihg)quality of the p-processing has an
important impact on the resultsthe recognition process. It consists of five si

* Binarization of the imag

» Extraction of the palm contol

» Detection of key point

» Establishment of a coordination syst

» Extraction of the central par
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(b) (d) (e)

(c)

Figure. 1.19: Steps Of Image -processing [4].

(@) ¢

The main objective of preprocessing is thereforextoact the region of interest (RO

(a) (b)

Figure. 1.20: ROI Location Using The Ratio Methdil

6.3. Feature Extraction Step

After the acquisition and pngrocessing the palmprint image, the nexp is extracting the
features from the ROI, features are of course miffebetween individuals, good extract
and processing will assure high performance wheihes to matching. Over the rec
years, feature extraction algorithms have develapete rapidly, which gives a variety
accurate and effective ways to record features. il features in palmprint images &
texture, orientation, discrimination and frequenityere are also some novel features
emerged over the years such as Ldenpalm feature [8] , Local relative variance (LF
[9], Gabor magnitude and phase (GMP) informatiof],[1 and many others such
Convolutional Neural Networks (CNN) [11] that helmprove the accuracy of tt
extraction.

6.4. Palmprint Matching (or Classification) Step

The final step of palmprint recognition is matchirige goal here is to figure out if t

palmprint at hand exists in the database and wheldngs to, that is based on the feat
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extracted previously, the algorithm compares tleuies of the palmprint and tries to find
the best match for it, of course with a definedcpatage of incertitude.

The reliability of the system depends on the pregisf the matching, it should have a very
low, nearly null chance of it making a false id&an#tion, and it also should be able to easily
identify correct ones without having to repeatsbanning multiple times.

7. Conclusion

In this chapter, we have given a detailed definitedoout biometry and its advantages in
ensuring the security for both individuals and gr®uwe also explained biometric
modalities and how they are chosen, and which niteetabive the best results and are most
reliable, we also gave generalities on biometrgteays, how to evaluate their performance,
and their applications, and finally we explained firoperties of palmprints in detail, and

why we chose the palmprint as the biometric mog&dituse in this research.
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1. Introduction

In the process of building a biometric system, veedto make a suitable recognit
algorithm, the algorithm would go through a numbgsteps after acquiring an input, in
case of palmprint recognition, it goes through-processing, feature exttion and finally
matching.

The classic programming methods fall short wheooihes to biometric recognition a
object detection, they are mostly straightforwand aeed exact values, which makes ti
unreliable in these cases since they work wittmations, so trying to build a recogniti
algorithm using these methods would only end up liong and unoptimized progre
Machine learning introduces a solution, insteadusing long and hard to mainte
algorithm, we use it's techniques to build dogram that can recognize palmprints .
distinguish them. This chapter explains machinenieg in general, and focuses on
algorithms to be used in this resea

2. Machine Learning

A frequent question is, what is machine learning®™at’s the cfference between machii
learning and deep learning? In general we coulellabachine learning as a kind

artificial intelligence, and in the same way deegrhing is included in machine learni

Artificial Intelligence

Machine Leamning

Deep Leaming

Figure. 2.1: Deelearning as a kind of machine learning.

As for the first question, machine learning is adeling technique that involves data, ol
other words programming machines to learn from ,d@a order to build model
representing the classes that the computer delafées learning from the ta. The latter

can be documents, images, sounds, video:
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Training Data ‘

[ Machine Learning J

Model

Figure. 2.2: The Process Of Machine Learnin

An example about models, is th-mail spam filter, writing an autbker program withou
would be hard, and the end product wouldn’t biable as it will require regular updat
because the spammers would change their patteras thhy that their-mails are detected.
Applying machine learning techniques would makeniich easier, the program wot
detect patterns and keep update ther on flight. So the process here is like this:
program gets a lot of erails as training data, it goes through the le@rpnocess as
detects patterns, and in the end it comes out th@hoest spam filter which is the mode
this case.

Of courg machine learning isn’t just employed for probldike spam mail, it can be us
to solve much more complicated problems, it is higreliable in image and aud
recognition, object detection and even handwrittegognition, for example if you st
letters or numbers handwritten you would easily recogthem, but how would a machi
do it? Traditional modeling techniques wouldn’t dod there are not analytic models
this, what if we make the computer learn the sarag & human being is has learrto
distinguish numbers and letters? that would worlwvé come out with the right learnii
rule, and that is the concept of machine learningorks to achieve a model out of traini

data when we can't really use equations and
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3. Deep Learning

Machine learning is about computers having the tgbib perform tasks without beir
explicitly programmed, but the computers wouldl ghiink and act like machines, the
ability to perform some complex tasks such as gath&ta from pictures or videor audio,
still falls far from what humans are capable ofrax

Deep learning models introduce an especially stipated approach to machine learni
and are set tackle these challenges because thieyoban modeled after the human brai
type of dep learning models is a neural network, for examgéep neural networks &
built to permit data to be passed between nodésginly connected ways, similar to hc
brain neurons work, this results in a -linear transformation of the da

While it takes tremendous volumes of information to ‘feed lmitd’ such a system, it ce
begin to come up with immediate results, and tkerelatively no need for humi
intervention once the system is up and runi

4. Typesof Machine Learning

Machine learmg has multiple types and techniques, each onasad to solve a specif
problem, the collection of these techniques cadibigled into 3 main types depending
the degree of human interference in the learningcgss, the types are: supervis
unsupevised and reinforcement learning. We will explaiach type while highlighting i

most important algorithms.

Machine
Learning
Supervised Unsupervised Reinforcement
Leamning Learning Learning

Figure. 2.3: Different Types of Machine Learning
4.1. Supervised L earning
As the name suggests, human supervision is a pé#risctraining technique. Basically, tt

data sets are fed into the system in labeled gaifI'Correct Output), meaning that in
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learning process, the system works on the givea datl gives an output, then compare

with the correct output, calculatehe error and works on rectifying it, the processgyon

until it reaches optimal resul

Again it is named supervised because it alreadyvknihe correct output, it learns how

get to it, and then it employs the results in otsiwations, a few emples on where we
could use supervised learning are object recogniipeech recognition (Classification) &

predicting numeric values like prices (Regress

Supervised learning has multiple algorithms, sucK-nearest neighbors, lineregression,
neural networks and logistic regression. We chos&tus on 3 important classificati

algorithms, KNN, SVM and neural network

4.1.1. K-Nearest Neighbor

The principle of this algorithm is pretty straightivard, basically, the exampIn hand is

classified depending on the class of it's nearesghbors, it is usually useful to ta

multiple neighbors into account. Since the clasatfon process requires the examples t

loaded in the memory, it is referred to sometimesMemon-Based Classification, th

following figure depicts the main principle of traggorithm

Monthly_Sal
o o
o O
X
o

Amount
Figure. 2.4: K-NN Classification [6].

4.1.2. Support Vector Machines

Support Vector Machines are a set of methods ume@fression, classification and outli
detection. SVM does multiple complex data transfdroms in order to find and draw tl
optimal line to separate and classify the datawds developed in the framework

statistical learning theory.
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4.1.3 Neural Networks

Neural Networks are one of timost used algorithms in Machine Learning as a wteote
especially in Deep Learning. A neural network isaachitecture of input and output noc
that in is formation mimics the association of the neurons ihuman brain, with sut
complex architectwr it can be used to solve a lot of linear and nmair-linear problems,
this makes it very effective and a very importadhinique in image processing and ob
recognition.

4.2. Unsupervised Learning

In this type, the system works on unlabeled dad it tries to detect patterns and comn
features to classify the data without any humaerfatence, it is quite useful when worki
on statistics. It has multiple algorithms such &ss@ring and Association Rule Learnil
we are not using unsupervisiearning, so we won’t be focusing on it's algorith

4.3 Reinforcement Learning

In reinforcement learning, the system here is dalle Agent, it learns by observing f
environment and then performing actions dependmthe situation, after thatgets either
rewarded or penalized depending on outcome of ¢herataken, if for example it takes
action and gets a penalty, it would update it'soacpolicy to avoid it in the future. Th

type of learning is used mostly in robotics, ieraployetin robots that learn how to wa

~ ¥ 5
[ Enwvironment @ d’:ﬁgunt

n Obsarve
o i - -
¢ LB
_;_.--:'c':;q"?':—-_._ = Selecl aclion
-
R 3 ‘!.‘ -
=
e Action!
] #§ -50 poinis
C?___ — - Get reward
\m’ .‘_‘ = 5 W " or penalty
i -
ra P a-'— —r—
= ad! Update paliey
‘l(§ {learning step)
'a 3 ”Fx tme E.WOIG IT )_F Iterate until an
ﬁ optimal policy is
d & found

Figure. 2.5: Overview Of Reinforcement Learning

5. Challenges Faced When Using Machine L earning
Like any other programming technique, machine egras obstacles it has to overcc

to get a working system thgives correct results, in this case the challerogegern the
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data, it’'s quality, quantity and how it is handl®&de will address the issues in this part

suggest solutions to them.

5.1. Underfitting

This issue occurs when the model is too simg learn, it doesn’t have enough parame
to label the data correctly, when it comes to idal conditions, which are much mo
complex than the model in this case, it will givBedent results, and sometimes it might
that with the training data & since it didn’t learn correctl

To fix this, we need to select a better model Hast more parameters, also feed the bes
most important features into the algorithms andicecconstraints on the moc

5.2. Overfitting

It is the opposite ofinderfitting, it happens when the model is too clexpit has too man
parameters that overgeneralizes features, it maprmpe well with training data, but it i
real conditions it will give incorrect results, sait is strictly made to give a veryecise
output for every data point, it will make an inamt rule. The figure below explai
overfitting, it makes a very complex curve to saparthe different data types, it will gi
correct outputs with the training data since ifigared to fit it but it won’'t work in ree-

time conditions.

Figure. 2.6: An Example Of Overfitting [.

To solve this problem, we can select a model wathefr parameters, gather more trair

data, and reduce the noise level in the dat
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5.3. Bad Quality And Quantity Of Data

Machine learning systems are not like humans, eyt just learn how to distinguis
objects with very few examples, they require laagsounts of data to work effectively, t
data also has to be of good quality, it shouldaténa ot of noises, errors and outliers
they make it harder for the system to detect padteSystems that work on spes
recognition and image processing are highly sophigtd and so they would require a lo
good quality data sets to work properlyd so do other systems, and so we are requir
provide a lot of training data, and also to spendt @f time cleaning it up from any errc
or noises.

6. Neural Networks

As stated before, neural networks are a widely usedel in machine learninchey have a
long history of development, especially lately @igiiest in Deep Learning has grown a
neural networks has grown important as \

A neural network attempts to mimic the human brairgomputer uses memory to st
data, the memory isdded into sections, each one has it's unique asdi@ brain howeve
doesn’t work like that, it instead alters the assoun of neurons, a neuron has no stot
capability, it only transmits signals to other rangs, a human brain has approximately
billion neurons [8], that is a massive network, @hd way these neurons are associ
forms a specific information. Neural networks aomstructed of nodes which imitate 1
brain’s neurons, it also uses weight values th#taterthe association of urons, the figure
below shows an example of a nc

Xq

Figure. 2.7: A Neural Network With 3 Inputs and ait@ut Node[1]
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The arrows denote the flow of the signals into andof the nodex,, X,andx; are the input
values whilew;, w, andws are their repective weightsb is the bias value and finaly is
the output of the node. Bias is a factor associafiil the storage of information, in neu
networks information is stored in forms of weightsd bias. The output value is calcula
as follows: fist, each input valuex;) get multiplied by it's weightw), then the results a
summed up at the node with the bias value, thisggus the weighted sum valv, which is
finally put into the activation functioip(v) which yields the output of thnode. The

following equations calculate the output for ounBut node exampl

V=(W* X))+ (W Xa) + (Ww*xs) +b (2.1)
V=w*x+Dhb (2.2)

Wherew andx are 1 by 3 and 3 by 1 matrices respecti
y =o(v) =p(W*x + b) (2.3)

The activation function determines how the nodeabeh, there are multiple types
activation functions, one of the most used is thgm®id function illustrated in th

following figure :

Figure. 2.8: The Sigmoid Function |

There areother types, we can also use a simple ramp forexeuce in some exampl

Just like the brain is a massive network of neurtims neural network is network of ma
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nodes, such networks are created depending honotlhes are connected, a commonly |

type is the layered neural network, the figure cagmext is an examy :

Input Layer Hidden Layers Output Layer

Figure. 2.9: A Mult-Layer Neural Network [1].

As it can be observed, this neural network hasiplallayers of nodes, the nodes in
input layer transmit the input signal il the network, they do not have a weighted sum ¢
activation function, they simple send in the inf@rd so they are illustrated by squares,
nodes of the output layer give the final outputtleé network after it's been calculat
throughout the nevork, the layers in between are called hiddenragince there is no we
to access them as the neural network only givefinheoutput

Neural networks have went through a long processestlopment to reach the state t
are at today, it startedith simple networks of only input and output lageand hav
developed into deep networks with multiple hiddayeks, we can distinguish 2 main tyj
of neural networks: single layer neural networksclvthave only input and output laye
and then there are mulayer neural networks, this type has 2 -types, shallow mul-
layer neural networks, these have a single hiddgerlof nodes, while the other -type is
deep multitayer neural networks which have multiple hiddeyels, the example in e
figure. 2.8 is a deep muli&yer neural network, the following figure showe tifferent

types of layered networks:
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Single-layer Neural Network (Shallow) Multi-layer Neural Network

Deep Neural Network

Figure. 2.10: Types Of Neural Networks

In the next sulsections, we will highlight the different types lafyered neural netwos,

and we will also explain convolution neural netws

6.1. Single Layer Neural Networks

As we previously explained, a single layer neuedivork consists of only input and outy

layers, and doesn't have any hidden layers. Thg waly to store infcmation in a neural
network is through learning, in the end, the infation is stored in form of weights, a

new information has to be learned by the netwdrk, weights of course, should chai
accordingly, the learning rule for a neural netwizrkhesystematic approach to modifyii
the weights. In order to train a single layer neneawork, we use the delta rt

The delta rule is only capable of single layernirag, but it is quite useful, and it hel

grasp the core elements of learning rulor neural networks in general, how it works
pretty straight forward, as previously stated ipeswised learning, the system receive

input in pairs (Input; Correct Output), what happ&rhen using the delta rule is the netw
calculates it's outputthen it calculates the error between the cormdput and th

calculated output, and then it adjusts the weiglstordingly to minimize the error, her
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why it is called the delta rule. The error and tipgated weights are calculated by the
following equations:
&= |y —d (2.4)
W= Wi + e (2.5)
Where:
g is the error of the output node
yi is the calculated output of the output node
d is the correct output of the output nade
w; is the weight value between the input npd@&d the output node
a is the learning rate, it is valued between 0 and 1
X;jis the output of the input nogle
The learning rater determines how much the weights change per iteraiiat’s the too
high, the output won’t converge to the correct eahlvhile it would find it too slowly if the
rate is too low, and so the learning rate valueukhbe well determined.
In the end, the whole learning process using tHea dele can be summarized in the
following steps:

1. Initialize the weights at adequate values.

2. Take the input from the training data of { inpubyi@ct output } and enter it to
the neural network. Calculate the error of the oyty;, from the correct
output,d; , to the input.

e=[y—d| (2.6)

3. Calculate the weight updates according to the fotig delta rule

AW;j = a*€{*X; (2.7)

4. Adjust the weights as:

W W + AW (2.8)

5. Perform Steps 2-4 for all training data.

6. Repeat Steps 2-5 until the error reaches an adieptderance level [1].
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Training Data -
— Input —>

{Input, Correct output}

Figure. 2.11: Training of a single layer neuralwuak [1].

The delta rule displayed so far is rather simpdifithere is a more generalized form fol
one that can be used with antivation function, it is expressed as follo'
Wij«—Wij + a* di*X; (2.9)
Whered; stands for the error and is defined by the follaywguatior
i = ¢'(Vi)*e; (2.10)

Whereg' is the derivative of the activation functi

There are mulfile schemes to calculate the weight updw;, three of them are availat

for the supervised learning of a neural networld #rey are SGD, Batch and Mini Bat

method.

6.1.1. Stochastic Gradient Descent (SGD)

The SGD calculates the error for every sirdata point and adjusts it's weight immediat

and so it will go on updating the weights pointgnyint. This method adjusts the weig

using the follow equation, and is it would impllyetprevious delta rules are based on ¢
AW = a* X (2.11)
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The following figure shows how the weight updatetioé stochastic gradient descen

related to the entire data:

} Weight Update — Training

Training Data
Figure. 2.12: Weight Updating In SGD |

6.1.2. Batch Method

Unlike the SGD method, the Batch method, calculatshweight update for all the erro
of the training data, then the average of the waighlates is used to adjust the weights,
so this method uses all training data and updaeesveights only once, however, becaus
calculates an average weight uje to use for all data points, this method takest afl time

for training. The following figure demonstrates htve method worl :

— Average of Weight Updates
— Training

Training Data
Figure. 2.13: Weight Updating In Batch Method

The average weight update is calculated by thevatg equatior
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AWy = YR Awij (k) (2.12)

Wheredw;(k) is the weight update of the-th training data point, and N is the total num
of data points.

6.1.3. Mini Batch Method

Now this method comes in between the previous fivis a mixture ofboth, it takes
stability from the batch method, and speed from3fD, how it works is simple, it selec
a part of the training data and uses it for trajnin the batch method, so it calcula
average weight updates but for a part of the datat lakes less time to calculate, ant
does the same each time until it has went throllgsf ¢he data points, the following figu

illustrates the mini batch meth¢

Average of Weight Updates
— Training

Training Data
Figure. 2.14: Weight Updating In M-Batch Method [1].

Since this method is fast ancble, it is often used in deep learning since dsua large
amounts of data.

6.1.4. Comparison Between SGD And Batch Methods

When it comes to performance and response timeB#teh method makes for a sta
network that performs pretty well in trang, however it takes long periods of time
training because of all the calculations, while sih@chastic gradient descent’s approac
the opposite, trains quickly, but at the cost ahecstability. As explained before, the St
method cycles down withvery data point while the Batch method uses thelevtraining
data set at once, every time the neural network gueugh all of the training data is cal
an epoch, the Batch method only has one traininggss in each epoch, while the SGD

N training processes per epoch, where N representainéer of data point
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As was elaborated before, the r-Batch method is a mixture of both previous methdc
is faster than the Batch method and more stabte $@zD, the number of training proces
per epoch in this method is higher than 1 and Ialwan N. Below is a comparison betwe
Batch and SGD methods done by Phil Kim in “MATLABR:&p Learning” [1], the progra
used in this example trains a neural network 1jd9@s for each method, then shothe

graph below, and as can be observed, the neusabrietearns faster with SG

0.3

— SGD
0.25 ------ Batch

0.2
0.15

01}

Average of Training error

0.05

Epoch
Figure. 2.15: Comparison Between Batch and SGD béktil]

6.1.5. Limitations Of Single Layer Neural Networks
As simple as it is to learn, a single layer nenedlvcrk cannot be used to solve complica
problems, at best it is only capable of solvingéinproblems and it is unable to deal -

linear equations, which has lead in time to thatoa of mult-layer neural network

I nput/predicted output Correct Output
(0,0)/1 0
0, 1)1 1
(1,0)/ 1 1
(1,1)/1 0

Table. 2.1: Input and Output Of The XOR Problem

The example below is taken from ATLAB Deep Learning” [1], it shows how a sinc

layer neural network cannot solve an XOR example,use the sigmoid function as
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activation function and we have the following dsgAfter the code has been run with t
input, we get the following results, as they wosldjgest, the network has failed to give

correct results for this proble

0.5297 0
0.5000 1
Nt D=
0.4703 1
0.4409 0

Thereason why the neural network was unable to geecbtraining results, is because
data points cannot be separated linearly, but tleeuire a complex curve as the fig

below shows, such ndimear equations require a m-layer neural networ

Figure. 2.16: The XOR Problem Requiring A I-Linear Solution [1

6.2. Multi Layer Neural Networks

To overcome the limitations of single layer neumatworks, mul-layer neural network
where developed, however, it wasn't that simpletoibk decade for the multi-layer
architectures to finally evolve, mainly becausdls learning rules, since neural netwc
can only store data through learning it, a neuedvork that cannot be trained was usel
and so we had to wait until a proper learninle was found.

Single layer neural networks had the delta rulethessr representative learning rule,
worked effectively with the simple architecture wever it was unusable for mw-layer
neural networks, and that is because of the dhiergelta ule calculates the error betwe

the output of the neural network and the corre¢put, but it has no way of correcting t
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error in between the hidden layers and the outpdtiaput layers, and the training di
doesn’t provide correct outputs for thidden layers too. In 1986, the b-propagation
algorithm was introduced, it came as a solutiorthi® previous problem, it provided
systematic method to calculate the error in theddrd layers, and after that error
determined, the delta rule colbe applied on the neural network.

As the name would suggest, in the k-propagation algorithm, the error starts from
output layer and moves backward through the nengtork until it reaches the hidd
layer next to the input layer, to put it siry, in the opposite direction of the input, i

following figure illustrates bac-propagation:

Figure. 2.17: lllustration Of The Ba-Propagtion Algorithm [1

6.2.1. Back-Propagation Algorithm
To train a multilayer neural network, we first need to calculae wWeighted sums, use t
activation function to get the output of each nadeoss the multiple layers of the netw:
until we finally get the output of the output layafter that is ot of the way, we start usir
the backpropagation algorithm, first we calculate the d«jof each node in the outp
layer, delta is defined by the following equati :
e=[y-d| (2.13)
oi = ¢’ (Vi)*e (2.14)
As it can be observedhese are the same equations used for single heyeal networks

After 6 has been calculated, it is propagated backwardstir@ next hidden layer, it ge

Page 35



Chapter 2 Deep Learnin| 2021

treated as the value of the node and it gets ntiellippy the weight and summed up with
bias, the result of this calculation is the errothed hidden node, the following equatior
an example, bias is ignored for convenience andéteork contains two input nodes &

one hidden layer:

e = wiy@* 1 + w5, (2.15)
51(1) - (0’(V1(l))*el(1) (2.16)
ez(l) — W12(2)* o1+ W 2(2)* o2 (2.17)
.My (2) o 1 =] /

) < Wi ! 1|:/\ =0 - )

s

(1) (2)
12 Wiz
(1) 12)

N w21

(1) f~ (2) ) s = /
e 52 J1 W22 2 N LE - UIE ’LE

Figure. 2.18: Calculations ® [1].

The weight updates are calculated the same wayateein single layer neurnetworks, in
summary, the bacgropagation algorithm follows these steps
1. Initialize the weights with adequate val
2. Enter the input from the training data { inpagrrect output } and obtain the
neural network’s output. Calculate theror of the output to the correct output
the deltagp, of the output node
e=ly—d|
o=¢'(V)*e
3. Propagate the output node dedtahackward, and calculate the deltas o
immediate next (left) node
e =Wg
oM = g (v¥)re®
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4. Repeat Step 3 until it reaches the hidderr ltha is on the immediate right of the
input layer.
5. Adjust the weights according to the followiegrning rule.
AW = a* 6;*X;
Wij— Wi + AW
6. Repeat Steps 2 to 5 for every training datatpo
7. Repeat Steps 2 to 6 until the neural netwsgkoperly trained.
6.2.2. Momentum
When it came to weight adjustment and updating, twira previously shown was the
simplest form of weight updating, still there arder forms of weight adjustment which
help increase the speed and stability of the tngiprocess of a neural network, one of the
forms used for weight adjustment is momentum.
The momentumim is a term that gets added to the delta rulejwedrthe weight adjustment

in a certain direction, it is defined by the folliog equations:

AW = a* 0*X (2.19)
m =Aw +£*m’ (2.20)
We—W + m (2.21)

Where,m’ is the previous momentum apdis a constanf<g<l, the following formulas
show how momentum grows over time:
m()=0
m(1) =4w(1) +*m(0)
m(2) =4Aw(2) +p*m(1)

(M) =AW(|\.|) +/*m(N-1) (2.22)
As it can be observed, the previous weight update gdded each time, however sified,
the influence of older weight updates on the mommandissipates over time, but since the
old weight updates do exist in the equation, theaneveight updates would still be affected
by them, and that ensure better stability in tha&rag process, also, the momentum
increases with every iteration, which increases vkie of the weight update, and that

results in the learning rate increasing, and thaeds up the learning process.
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6.3. Convolutional Neural Networks

Multi-layer neural networks are used to solve-linear models, as was mentioned bef:
there are two types of mulayer neural networks, shallow are neural netwoskh a
single hidden layer,ral deep, which have multiple hidden layers, this-type can solve
complicated problems.

Convolutional neural network or ConvNet is a deeural network that is employed
image recognition, this architecture imitates thards visual cortex and regnizes images,
it differs in concept to other neural networks toestain degree, but it is highly reliable ¢
preforms well since it is specialized for imageagition

Image recognition is basically classification, lilse recognizing handwritteletters from
an image, a class in this example would a berlstieh as “A” or “B”, and so it woul
recognize which letter is which. The recognitiongess works by extracting features, t
matching to find the correct class for the givempgke, featre extractors cost a lot of tin
and resources to design, and they don't yield test lbesults, of course these fea

extractors do not depend on machine lear

Training Data Feature

Extractor

0
o
vy
@,
=
o
=
=
h
N
PN

{Input, Correct output}

d

Figure. 2.19: Image Recognition Without ConvNet

The ConvNet architecture incluc the feature extractor, as it builds it during tkarhing
process, which gives a great advantage since ittvibenmanually designed, that wot
reduce the cost in both time and resources. It dvalgdo yield much better results if i

feature extractio network is deepe
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Figure. 2.20: Image Recognition With ConvNet

When working on feature extraction, ConvNet uses tayers, convolutional layer ai
pooling layer, each layer has a specific functidhe convolutional layer applies t
convolution operation on the image in order to @hw, it can be considered as a se
digital filters, meanwhile, the pooling layer redscthe dimensions of the image
combining neighboring pixels into a single one;sthéwo layers mark a poinf difference
between ConvNet and other neural netwc

/ Feature Extraction Network \ /Ciassiﬁer Network\

1 I |
== |
’ 1 ——e
+4‘—1-+ .
H Q[L
. —— L

Convolutional  Pooling
\Layer Layer j

Figure. 2.21: Overview of the ConvNet Architect{tg

There are other variants of convolution neural oeks, such as AlexNet and ResNet wt

we will described in the next s-sections.
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6.3.1. AlexNet

AlexNet is a prerained convolutional neural network, it has 8 lsyeand it can classil
images into 1000 object categories including debjeats (pens, keyboards ...etc)
multiple animals, it has an input size of 227x:

Deep Neural Networks which results in improved aacy and performance. The intuiti
behind adding more layers is that these layersrpssiyely learr This network has bee
on over 1 million images, so it is rich when it cesnto feature recognition.lexNet uses
images as an input and gives a label for the olojeitte image as an output, it has multi
versions for the préained network, a p-trained network can be used in transfer lear
6.3.2. ResNet

It is short for Residual Network, whiis a deep convolutional neural network, it has t
successful since itatroduction in 2015. Usually, stacking extra lagyen a deep neur
network helps improve itaccuracy as it allows it to learn more featureat'shespecially
useful in objectecognition since each layer would work on detec#rcertain feature
however, a limit to the amount of extra layers basn found. At certain point, adding m
layers would only increase the error, the figurlWweshows the error for two convoluticl
neural networks, one has 20 layers and the oth&y&és

20-layer

56-laver

training error (%)
test error (%)

20-layer

i

2 ] 2 L] 4
iter. (led) iter. (led)

Figure. 2.22: Error % When Adding Extra Layers WithResNet [¢

As is observable, the error is much higher for S8elayer network in both training ai

testing, adding too many layers degraded the performance. ResNet helps with thigej

Page 40



Chapter 2 Deep Learnin| 2021

as it makes deeper CNNs perform better withoutlani to the extra layers, ResNets
made of residual blocks as the one shown in thewig figure

weight layer

F(x)
x
weight layer identity

Figure. 2.23: Residual Block [4].

The residual block has a connection that allows the odktwo skip certain layers |
between, this skip connection changes the outpatfdllowing equations show the outj
without then with the skip connectic
y =p(V) =p(W*X + b) (Without skip connectin) (2.23)
y =¢p(X) + X (With skip connection (2.24)

The skip connections solve the problem of vanisieixigioding gradients as they allc
shortcuts for the gradient to flow, they also alltve model to learn identity functio
which in turn ensure that the higher layer would perf as good or better than lower la
and not worse, and highly increases the levelsediopmance, the following figure shou

how ResNet improves performance when it comes tra, éhe networks are and 34
layers deep.

60

0 -~ - - - -
ResNet-18 z )
= ResNet-34 14-layer
0 10 20 30 a0 50 “o 10 20 30 a0 50
ier, (1ed) iter. (1ed)

Figure. 2.24: Error % With And Without ResNet

Page 41



Chapter 2 Deep Learnid@OZl

The architecture of ResNet is a 34 layer resideavark, it is based off a 34 layer plain
network in which skip connections are added, it lwen inspired by VGG-19 architecture,
the figure next illustrates the architecture.
7. Transfer Learning
When building a system that cannot learn increnlignia other words, it doesn’'t update
itself on change in data, we could use transfemleg. Basically, we need to give the
system all the data it needs for training and rigstiFor example, we are building a
fingerprint recognition system, we get a full datsé of fingerprints, all these fingerprints
are already classed, we use this database toomaislystem on fingerprint recognition, once
the training process it's done, we launch the syswith a new database. Using large
amounts of data during the training process woalke tvery long periods of time, so this
type of training is always done offline, so we amnply teaching the machine through
giving it corrected examples, it's like learningwhdo solve math problems by looking at
corrected exercises.
8. Palmprint Recognition using Deep L earning
There are multiple ways to build a palmprint reddgn system, deep learning of course,
offers the most reliable methods; possible onehef ltest is using convolutional neural
networks to build the system.
The training process of a palmprint recognitionteys is usually done using transfer
learning, there are multiple public palmprint dasds available which can be used to apply
this type of training such as:

o CASIA Palmprint database.

A good choice of convolutional neural network &eun the process is AlexNet, the
pre-trained neural network has 1000 classes, santbe used to classify a good number
palmprints, for example the CASIA database has 600 palmprint images that belong to
620 individuals, each individual is treated asasslin the neural network. We will further

explain the protocols used to train our palmpragognition system in the next chapter.
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Figure. 2.25: ResNet Arctecture [4].

9. Conclusion

Througtout this chapter, we explained the basic notionslathine Learning and it’'s type
then we went througBeep Learning and thoroughly explained it's maigoathms, while
focusing on the supervised learning of neural néta/avith their different types, we al:

displayed important convolutional neural networkex\et and ResNet, then we brie
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explained transfer learning, and finally we reviewmalmprint recognition with the use of

deep learning, highlighting the importance of fiisgramming technique.
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1. Introduction

There are multiple ways to build a palmprint reatign system, each method has it's p
and cons, from & speed and accuracy of response,s cost effectiveness. Using mach
learning to build such a system is a very robust, @s it offers a lot of choices to ens
high performance in image recognition due s advanced algorithms.

In this chapter, we are going to use deep leartonigLild a palmprint recognition systetr
we would employ transfer learning, and a-trained version of AlexNet in the proce
while training on two different de-sets.

2. Palmprint Databases

There are multiple public palmprint databases #inatusable fotransfer learning, each ol
offers a certain type of image from low to highalesion, and from 2D to mu-spectral
Images, along with the image sizes and the amdusdraples, examples of these datab:
are the CASIA palmprint database along with IU 2D+3D and PolyU mul-spectral
databases.

3. Evaluation Protocol

The protocol used in this research bases on thefuser«trained version of AlexNet. W
basically use the same architecture but with aedfit number of classes according to
dai@base in use; AlexNet has 1000 classes while CA8APolyU databases have 620

400 classes respectively. Our new network is nafatllet

NG i N o
N N — T .
T (s 3 U O :
8
384 384 ¢
o Max soling
’ pooling pooing
2048 2048 Classes
Convl Conv2 Conv3 Conv4 Convs fcl fc2 fc3

Figure. 3.1: Thearchitecture of Alexnet [2].
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The input images provided by the two databases aditested tdit the network as well, s
the size of all inputs was changed to 227x227x3fdksthe amount of training data v
followed two approaches :
* With the CASIA database we divided our data set into, a part for training and tt
other for testing; we did miiple experiments, changing the division ratio eticte.
* With the PolyU2D database, we used it’s first sass0 train the network, then v
used the second session of the database to
The following section provides more information abolg tdataases, from the amount
samples to the type of the images, to the resiiltseodifferent experiments done on bc
The machine used in these experiments has-7100 3.90GHz processor with 16GB
RAM, while using MATLAB 2019b on Windows 10 64l
3.1. CASIA Database
This database offers 5,501 palmprint images dividéa 620 classes, the images has
taken from both left and right hands of 312 induaés, all the image are 8bit g-level
128x128 JPEG files, these palmprint images are ueetrain a contactless palmpri
recognition system.

Figure. 3.1: Six Images From The Database

3.1.1. ResultsAnd Discussion

In this training process we used a-7100 3.90GHz with 16GB of RAM, Windows 10
bits, while using MATLAB 2019b, we also usa training ratio of 8:2 (80% of the data"
training and 20% for testing), according to theutisswe made the following graph;the fir
identificationrate of the network 97.44%.
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Figure. 3.2: Training Accuracy (%) With 8:2 Ratio GASIA.

As was expected, the system took nearly 2 houtsato and test, which is a fairly long

Mini-Batch Accuracy{%)

amount of time, it converged slowly but it reactsetb0% accuracy at the 3%epoch, and

it's mini-batch loss was pretty low @10494.

Mini-Batch Loss
N9

e p—

0 1000 2000 3000 4000 5000 6000 7000
Timeis)
Figure33Training loss with 8:2 Ratio on CASIA database.
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Using the same machine as before, we did two nxperanents, we changed the training

ratio from 8:2 used in the first one, to 7:3 anbl fespectively, increasing the amount of the

data used for testing and reducing the training amahe following graphs displays the

results, also the second experiment returned antifidation rate 0f97.87% while the third

returned96.09%.
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Figure. 3.4: Training Accuracy For All Three Expaents On CASIA.
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Figure. 3.5: Training Loss For All Three Experingn CASIA.

Both experiments took a shorter period of timeingsh training than the first one did, they
also did less iterations, the final accuracy resuthe same for all experimentst66%,
however the mini-batch loss is different, turns the first one had the lowest loss rate at
0.0494 while the third experiment, which is the one witle fowest amount of training data
had the highest loss rate(a®974, so in the end, reducing the amount of data sdtdming
would reduce the training time but would degradeghrformance of the system as a whole.
3.1.2. Compar ative Study

Benjoudi et al. [4] used the CASIA database wittifferent protocol, the results of their

comparative study are in the following table.

Methods Nbr classes Training Test Descriptors IR(%)
[5] 310 First 5 images Remaining Texture pattern .596

[6] 620 First 4 images LLDP_GABOR 93.00
ResNet50 95.03
[7] 620 First 5 images Principal lines 92.98
Texture patterns 96.00
Intramodal 98.00

[4] 620 First 4 images BSIF_26 98.18

(4] 620 First 4 images BSIF_26 99.34

Table. 3.1: Comparative results showing recognitaia of the proposed schemes and recently proposed

methods on CASIA database [4].
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Our experiments with the CASIA database has retumgpeod results as well, the be
identification rate acquired from our study v97.87%, it was acquired when using the
training ratio, when put along with the rest of thethods in table. 3.1 it rks third as the
highest identification rate.

3.2. PolyU2DDatabase

This database contains nearly8000 palmprint imggesn from386 different palms divide:
into two sessions, each session has 3889 imageandyes are 8bgray-level images of
135x135.This database is used to train palmprint recogmigystems that scan usi

contact.

.
Figure. 3.7: Images From PolyU2D Database

3.2.1. ResultsAnd Discussion

We used the first session of the database asmangaset, and the training process tamore
than an hour (01:14:57); after the training procgas done, loaded the second sessior
used it to test EarNet, and the result of therigsitas eidentificationrate 0f99.97% which
is much higher than the rates acquired when usiegQGASIA daabase. The followin
graphs show the development of the I-batch accuracy and loss throughout the trai

process.
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Figure. 3.6: Training Accuracy (%) For PolyU2D dzae.
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Figure. 3.7: Training Loss For PolyU2D database.

From this experiment we can see that our netwonle gaeat results with the PolyU2D

database, the mini-batch loss was very low at@8038.

3.2.2. Compar ative Study
Benjoudi et al. [4] also used the PolyU2D datab#se following table shows the results of

their comparative study.

Page 52



Chapter 3 Palmprint recognitiamng transfef 2021
learning with Alexnet architectule

Methods Nbr classes Protocal N or K Descriptors IR(%)
[5] 386 F N=5 Texture pattern+
principle lines 96.99
shape
[8] 386 G K=2 RDF 99.69
[9] 374 C N=3 DOC (6=12) 99.74
[10] 386 B N=3 LLDR/9216 100
LLDP\/9216 100
[11] 386 E N=4 LDDBP 99.96
[4] 386 C N=3 BSIF_26/L=5 100
B BSIF_26/L=5 100
[4] 386 C N=3 BSIF_26/L=5 100
B BSIF_26/L=5 100

Table. 3.2: Comparative results showing identifamatate of the proposed schemes and recently peapo
methods on PolyU2D database [4].

The results of our experiment come out good enaxgghpared to the other results, the
identification rate we got d#9.97% proves the quality of our study.

4. Conclusion

In this chapter, we employed the transfer learnteghnique using the pre-trained
convolutional neural network AlexNet to build a ®m capable of recognizing palmprints.
We also made use of two different databases, CAid\ PolyU, and we did comparative

studies for each database.
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Throughout this research, we went around the different aspects of biometry, identity
verification, machine learning and deep learning to build a biometric system that works
using pamprint recognition. Biometry has proven to be quite the important science, it has a
lot of applications in multiple fields, it has developed exponentially over the last decade,
and it can only grow more in the future. Palmprint recognition is very useful way to verify
identities, the accessibility of the modality and its overall robustness makes biometric
systems based on it greatly reliable. The state of development that neural networks has
reached since their first emergence during the late 20" century has provided solutions to
many complicated mathematical problems, and has allowed us to build a robust palmprint
recognition system, the application of transfer learning using the pre-trained CNN AlexNet
has led to a system that accurately recognizes palmprints. Overall though, the system can
still be developed to get better results.
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