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Abstract 

 

 Biometry is the use of biological features in order to identify individuals; biometric 

systems aim to make such identification automatic, fast and highly reliable; a biometric 

system uses one or multiple modalities to verify the identity of a user, a highly 

recommended biometric modality is the palmprint. Palmprint recognition systems are highly 

reliable because of the properties of palmprints from their distinctiveness to their stability 

over time, and also their accessibility since there are multiple ways to acquire a palmprint 

image. The recognition process goes through multiple steps from the image acquisition, pre-

processing, feature extraction and finally matching (or classification); each step has a 

plethora of ways it can be done by. The recognition of the palmprint is best done using deep 

learning, using the convolutional neural network AlexNet to extract the features and then 

classifying the palmprint accordingly, the system overall returns good results and high 

accuracy. 
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Introduction 

 

 Identity authentication has been important since the old times, for centuries people 

used multiple methods to verify identities, such as signatures which has been used since the 

very first days of human history to verify transactions, and they are still used to this day 

along side other developed authentication methods such as fingerprints, palmprints, face 

recognition and other biometric methods. Using palmprints has developed over the last few 

decades and since, palmprint recognition systems has been in demand as their market share 

grew. There are multiple ways to build a palmprint recognition system, a good method is to 

employ deep learning and it’s advanced algorithms. In this study, we are going to give an 

overview of biometry and it’s different systems while highlighting palmprint recognition, 

we are also studying deep learning and then employing it to build a robust and highly 

reliable palmprint recognition system. 
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1. Introduction  

Fraud, forging, impersonation, imposing and other vile acts that only serve to steal, trespass  

and endanger people have always been, and has never ceased to grow, either in old times or 

modern day societies, and especially in these times of technological advancement, when 

most of personal information, banking statements and transactions can be stored or done 

online, and many other fields now use electronics to operate. Security is paramount, and 

access to private places, files or assets has to be protected and restricted to the right people 

whom these things are meant for, and here biometry is introduced, as it aims to identify a 

person using their biological features, biometry will give a reliable solution against fake 

identification, and ensure restricted access and high security. In this chapter we will explain 

biometry in detail and display it’s different modalities. 

2. Biometry by definition  

Biometrics is the science of identifying or verifying an individual based on their biological 

characteristics. it tends to be used in biometric systems that aim to make recognition 

automatic and reliable. The idea of identifying individuals by their physical characteristics 

actually dates back to the 19th century, when Alphonse Bertillon introduced the first steps of 

forensic science, which used biometric identification, his method, called Bertillonage, 

allowed the French police to identify criminals through several physiological measurements, 

however this method was manual and was performed only by experts. 

Biological characteristics are distinguishing features that are unique to each person which 

makes biometrics reliable. Characteristics can be divided into two groups: physical and 

behavioral characteristics and are called biometric modalities. Physical characteristics are 

the most commonly used, they are physical features such as fingerprints, palmprints, iris, 

hand geometry, ...etc, while behavioral characteristics are based on the actions of the person, 

let's say the most usual ones such as gait, facial expression, ...etc.  

Biometrics is the best and most efficient way to verify a person's identity because ID cards 

and badges can be forged, passwords can be guessed or generated, and keys can be lost or 

stolen, while biometric data is not reproducible, which guarantees security against theft, loss 

and forgery. 
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3. Biometric Modalities 

A biometric modality is a distinctive characteristic of an individual, it is used to verify the 

identity of a person. Any biometric modality has the following properties: 

• Universality: it can be found in every individual. 

• Distinctiveness: it is unique for each individual, you will not find two individuals 

with the same biometric representation. 

• Stability : for it to be reliable, it must be stable over time, it does not change over 

time, and also regardless of acquisition conditions. 

• Collectability: it can be acquired (scanned, recorded...etc). 

• Performance: it must ensure fast, robust and accurate recognition. 

• Acceptance: it should be relatively easy to use. 

• Circumvention: it must be hard to falsify, it gets more reliable as it gets harder to 

reproduce by others. 

The following table shows some examples of biometric modalities: 

Physical modalities Behavioral modalities 

Fingerprints Keystrokes 

Palmprints Gait (way of walking) 

Hand geometry Signature 

Face Voice 

Ear  

DNA  

Iris  

Table. 1.1: Some biometric modalities. 

3.1. Physical Modalities  

These are some biometric modalities that rely on physical (morphological) features to 

establish a distinctive identification: 

• Fingerprints : These are probably the most used biometric modality. Bometric 

systems based on this modality are quite popular and can be found in a lot of places, 

they can be used for both identification and verification. The method used to verify 



Chapter 1                    
 

 
 

fingerprints is by matching it’s minutiae details, it is quite the robust method, 

however it faces some difficulties when it comes to image acquisition since it 

requires contact scanning, humidity and hygiene can affect the performance of the 

system. 

 

• Palmprints : The use of palmprints is considered a popular method in biometric 

systems, Palmprints are rich in features and can be recognized either from their main 

lines and wrinkles which can be acquired even from low resolut

it’s minutiae details, but those require high resolution images of the palmprint. 

Palmprint image acquisition can be done either using scanners that require contact, or 

without contact using digital cameras.

• Hand Geometry : Based on the fact that every person has a distinct hand shape that 

doesn’t significantly change with time, the hand geometry identification was adapted, 

and it is quite the popular method. Hands are recognized either by checking the 
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ints is by matching it’s minutiae details, it is quite the robust method, 

however it faces some difficulties when it comes to image acquisition since it 

requires contact scanning, humidity and hygiene can affect the performance of the 

Figure. 1.1 : A sample of fingerprints. 

The use of palmprints is considered a popular method in biometric 

Palmprints are rich in features and can be recognized either from their main 

lines and wrinkles which can be acquired even from low resolut

it’s minutiae details, but those require high resolution images of the palmprint. 

Palmprint image acquisition can be done either using scanners that require contact, or 

without contact using digital cameras. 

Figure. 1.2 : A palmprint image 

Based on the fact that every person has a distinct hand shape that 

doesn’t significantly change with time, the hand geometry identification was adapted, 

and it is quite the popular method. Hands are recognized either by checking the 
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geometry of the whole hand, or by only checking two fingers, it bases on the length 

and shape of the fingers and knuckles

Figure. 1.3:  Identification Using Hand Geometry.

• Face : This biometric technology uses images of a person’s face to verify their 

identity, it is considered a robust method to recognize individuals, however, a face 

itself as a modality can change with age, or with makeup and plastic surgery, and 

even different facial expressions can have an effect on the recognition process. There 

are two types of facial recognition systems, ones that recognize a person in a known 

environment, mostly used in authentication, and other systems that recognize an 

individual from a group of people in a random environment.

• Ear : It is a fairly new method of recognition, it was suggested that the shape of the 

ear is distinct from a person to another. An approach used in ear recognition is 

verifying the max-line, which is a line that has both its end points on the edges of the 

ear. 
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ometry of the whole hand, or by only checking two fingers, it bases on the length 

and shape of the fingers and knuckles. 

Figure. 1.3:  Identification Using Hand Geometry.

This biometric technology uses images of a person’s face to verify their 

tity, it is considered a robust method to recognize individuals, however, a face 

itself as a modality can change with age, or with makeup and plastic surgery, and 

even different facial expressions can have an effect on the recognition process. There 

o types of facial recognition systems, ones that recognize a person in a known 

environment, mostly used in authentication, and other systems that recognize an 

individual from a group of people in a random environment. 

Figure. 1.4: Facial Recognition. 

It is a fairly new method of recognition, it was suggested that the shape of the 

ear is distinct from a person to another. An approach used in ear recognition is 

line, which is a line that has both its end points on the edges of the 
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environment, mostly used in authentication, and other systems that recognize an 
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ear is distinct from a person to another. An approach used in ear recognition is 

line, which is a line that has both its end points on the edges of the 
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• DNA : it is short for Deoxyribo Nucleic Acid, it is unique for every individual and it 

can be found in every single cell of the body, which makes it a very reliable 

biometric modality when a positive identification is 

effective since it requires a lot of testing and resources, it’s mostly used in legal and 

law enforcement fields. 

• Iris : It is probably the most effective biometric technology, iris is

and it’s patterns are distinct from person to another, not to mention that this 

technology is safe to use, and it gives results at high speeds with great accuracy as 

well.  
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Figure. 1.5: Ear Recognition. 

it is short for Deoxyribo Nucleic Acid, it is unique for every individual and it 

can be found in every single cell of the body, which makes it a very reliable 

biometric modality when a positive identification is required, however it’s not cost 

effective since it requires a lot of testing and resources, it’s mostly used in legal and 

 

Figure. 1.6: Identification Using DNA. 
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and it’s patterns are distinct from person to another, not to mention that this 

technology is safe to use, and it gives results at high speeds with great accuracy as 
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3.2. Behavioral Modalities  

These are the biometric modalities that rely on an individual's behavior to establish their 

identity : 

• Keystrokes : It is one of the latest technologies in biometry, keystroke dynamics 

works by analyzing the way an individual types, taking as factors t

of typing of the user, however it’s not too stable, as the mood of the person can affect 

it and also the fact that the way of typing changes as the person gets used more and 

more to typing. 
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Figure. 1.7: Steps Of Iris Recognition. 

These are the biometric modalities that rely on an individual's behavior to establish their 

It is one of the latest technologies in biometry, keystroke dynamics 

works by analyzing the way an individual types, taking as factors t

of typing of the user, however it’s not too stable, as the mood of the person can affect 

it and also the fact that the way of typing changes as the person gets used more and 

Figure. 1.8: Keystrokes. 
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These are the biometric modalities that rely on an individual's behavior to establish their 

It is one of the latest technologies in biometry, keystroke dynamics 

works by analyzing the way an individual types, taking as factors the time and speed 

of typing of the user, however it’s not too stable, as the mood of the person can affect 

it and also the fact that the way of typing changes as the person gets used more and 
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• Gait : It is the method of recognizing individuals through their way of walking, it is 

true that every person has their special way of moving, their body language, it can be 

a good way to identify individuals, however, it can be flawed since there are some 

conditions that affect the gait of a person, an injure that would cause the person to 

limp, or not walk comfortably can affect the system when it comes to recognition, 

still though it can be reliable in some cases.

• Signature : Since centuries, signatures have been used as a method of authentication, 

so it makes sense to adapt them into a behavioral biometric modality. Biometric 

systems based on signature recognition not only verify the shape of the signature, but 

they analyze the way of writing, how it fast it was, how the “t” is crossed and how 

the “i” is dotted, and that helps verify the identity of the signer as well.
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method of recognizing individuals through their way of walking, it is 

true that every person has their special way of moving, their body language, it can be 

a good way to identify individuals, however, it can be flawed since there are some 

affect the gait of a person, an injure that would cause the person to 

limp, or not walk comfortably can affect the system when it comes to recognition, 

still though it can be reliable in some cases. 

Figure. 1.9: Identification Using Gait. 

Since centuries, signatures have been used as a method of authentication, 

so it makes sense to adapt them into a behavioral biometric modality. Biometric 

systems based on signature recognition not only verify the shape of the signature, but 

e way of writing, how it fast it was, how the “t” is crossed and how 

the “i” is dotted, and that helps verify the identity of the signer as well.

Figure. 1.10: Signature Recognition. 
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• Voice : it can be considered as one of the most convenient 

voice is distinct, and it is also nearly universal. A voice recognition system works by 

analyzing the waveforms and air pressure patterns when a person talks, the problem 

however with it, is that a voice can be mimicked, recorded,

cases the person can have a cold or a sore throat, and that would gravely affect the 

performance of the system.

3.3. Comparison between biometric modalities 

Naturally, not all biometric modalities 

has it’s advantages and disadvantages, they are rated through their properties (which were 

mentioned previously, Universality, Distinctiveness, Stability, Collectability, Acceptance, 

Performance and Circumvention) , the following table that originates from Jain 2004 [7] 

evaluates each property with 3 levels of quality: high, medium and low using the 

notations• • •, • • and • respectively.
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it can be considered as one of the most convenient biometric modalities, the 

voice is distinct, and it is also nearly universal. A voice recognition system works by 

analyzing the waveforms and air pressure patterns when a person talks, the problem 

however with it, is that a voice can be mimicked, recorded, or in some very common 

cases the person can have a cold or a sore throat, and that would gravely affect the 

performance of the system. 

Figure. 1.11: Vocal Recognition. 

3.3. Comparison between biometric modalities  

Naturally, not all biometric modalities would give the same degree of reliability, each one 

has it’s advantages and disadvantages, they are rated through their properties (which were 

mentioned previously, Universality, Distinctiveness, Stability, Collectability, Acceptance, 

mvention) , the following table that originates from Jain 2004 [7] 

evaluates each property with 3 levels of quality: high, medium and low using the 

respectively. 
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 Table. 1.2 : Comparison Between Biometric Modalities 

As it can be observed, behavioral modalities do not score too well compared the physical 

ones, we can see that their distinctiveness is low and so is their performance, whereas 

fingerprint and palmprint along with hand geometry score between high and 

every property, making them the most reliable modalities.

4. Biometric Systems 

A biometric system is used to recognize individuals based on their biometric data using 

artificial intelligence techniques. It can be modal or multimodal if it relies, re

one or more biometric modalities.

Biometric systems have 3 main components, which are the input device, the biometric 

software and the database. The input device depends on the modality on which it is based, a 

scanner is the best word to des

software, which is the main core of the system, as it processes the inputs and converts them 

into digital data, then compares its features with the database, the software is so important 

because the accuracy of the whole system mainly depends on its quality, as for the database, 

it is used to store data such as the features extracted from input samples which are then, 
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used for comparison. There are three processing modes for biometric systems: enrollment 

mode, verification mode and identification mode.  

4.1. Enrollment Mode  

This is considered the learning phase for the system, it collects biometric information 

through scanners, processes it and creates feature vectors and saves them into the database, 

these vectors would later on be used as templates to compare with when the system is in 

verification or identification mode. Some systems require this mode, while some others 

don’t use need it. 

4.2 Verification Mode  

In this mode the system is active, after acquiring the input image, it goes through processing 

and extracts it’s features which would give it a feature vector, the system then compares that 

feature vector with the ones saved in the database, the system is doing a one-to-one 

comparison, so it will authenticate the identity if it finds a match, otherwise it will reject it. 

4.3 Identification Mode  

The system here is doing a one-to-N comparison, which means it will look to associate the 

identity with a person, it will compare the scanned features with the models saved in the 

database, if it finds a match, it will identify the person.   

5. Performance and Evaluation of Biometric Systems 

When a system is working in real time, its performance is affected by environmental 

variations such as humidity and temperature, noises, and even the quality of the input 

devices, as well as other changes that occur over time, collecting all these variations would 

make it almost impossible to get the same values in the feature vectors for the same person. 

Therefore, the matching algorithm is required to compare between the samples and compute 

their matching score, and then compare that score with the predefined acceptance threshold 

(the percentage of similarity to decide if it’s a match). Following this method, would create 

the possibility of false acceptance along with false rejection, and so the performance of a 

biometric system is measured by two error values: False Rejection Ratio (FRR) and False 

Acceptance Ratio (FAR).  

False rejection is the number of times the system rejects an authorized user and FRR is the 

ratio of the false rejection to the number of times the system is used for identification. In the 

other hand, False acceptance is the number of times the system accepts an unauthorized user 
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and FAR is the ratio of the false acceptance to the number of times the system is used for 

identification [3].  The acceptance threshold is set to depending on the FRR and FAR, 

having a low acceptance threshold would mean the syst

similarity to call a match, which would lead to a low FRR, but it would also increase the 

FAR, the security would be relatively low, on the other hand, if the acceptance threshold is 

set to a high value, it will decrease the

increase the FRR which would make it a bit annoying if it keeps rejecting authorized users 

possibly unreliable if it the false rejection rate is too high, and so the acceptance threshold is 

set according to the need, or what would be preferred, either low FRR or low FAR.

 Figure. 1.12: Biometric System Performance Curve [3].

EER is the Equal Error Ratio, it’s the point where false acceptance rate and false reject rate 

are equal, it can be considered the point 

stated before the threshold is set according to the desired security level, usually keeping 

FAR very low is the priority, as a few false rejections can be tolerated, but a false 

acceptance might have dire consequences.

6. Applications of Biometry 

Biometric systems assure security, they are quite practical and can come in handy in a lot of 

situations, there are a lot fields where biometry can be applied, some of the applications of 

biometry: 
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and FAR is the ratio of the false acceptance to the number of times the system is used for 

The acceptance threshold is set to depending on the FRR and FAR, 

having a low acceptance threshold would mean the system would require high degree of 

similarity to call a match, which would lead to a low FRR, but it would also increase the 

FAR, the security would be relatively low, on the other hand, if the acceptance threshold is 

set to a high value, it will decrease the FAR ensuring high security, but it would also 

increase the FRR which would make it a bit annoying if it keeps rejecting authorized users 

possibly unreliable if it the false rejection rate is too high, and so the acceptance threshold is 

e need, or what would be preferred, either low FRR or low FAR.

Figure. 1.12: Biometric System Performance Curve [3].

EER is the Equal Error Ratio, it’s the point where false acceptance rate and false reject rate 

are equal, it can be considered the point of balance, but it’s not necessarily the ideal, as 

stated before the threshold is set according to the desired security level, usually keeping 

FAR very low is the priority, as a few false rejections can be tolerated, but a false 

consequences. 
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situations, there are a lot fields where biometry can be applied, some of the applications of 
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FAR ensuring high security, but it would also 
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e need, or what would be preferred, either low FRR or low FAR. 
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EER is the Equal Error Ratio, it’s the point where false acceptance rate and false reject rate 

of balance, but it’s not necessarily the ideal, as 

stated before the threshold is set according to the desired security level, usually keeping 

FAR very low is the priority, as a few false rejections can be tolerated, but a false 

Biometric systems assure security, they are quite practical and can come in handy in a lot of 

situations, there are a lot fields where biometry can be applied, some of the applications of 
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• Legal Applications : Justice and Law Enforcement make use of all kinds of 

biometric systems, they rely a lot on fingerprints, palmprints, DNA, face 

recognition… etc, either to track down criminals, or to identify them. The 

advancement of biometry has always served law enforcement well, as it’s use has 

actually began there. 

• Governmental Applications : It can be used in border control and airports, 

biometric systems would serve to automate the process of border crossing, it can also 

be used in healthcare, it would help secure and guarantee quick access to medical 

records to doctors, which would help a lot in the management of medical 

establishments. 

• Commercial Applications : there are a lot of examples for commercial applications, 

as of present day, it has been introduced into most personal devices such as 

smartphones and computers, increasing their level of security and protecting the 

privacy of the users. It is also used in private security, as the biometric systems can 

be implemented nearly anywhere from a house or car door to a covered button. 

Biometry has also proven itself useful in the finances, as it can make transactions 

much more secure, it helps a lot in banking and account management, securing 

personal accounts and banking information, which would help a lot against fraud. 

The market of biometric systems has grown so fast in the last 2 decades, and it keeps on 

growing as there has been an increase in the share of private sector market, there has been a 

need for biometric solutions especially for phone manufacturers. The global biometrics 

market reached a value of 28.2 billion USD in 2020, but it has been affected by COVID-19 

as well, the fingerprints devices market has been expected to drop by 1.2 billion USD in 

2020 [5].  

In the other hand, the palm print is one of the best performing biometric modalities, we 

chose it as the subject of this research, given its reliability in terms of distinction, stability 

and performance compared to other modalities. Moreover, when using palmprints, you have 

a region of interest (ROI) which is the the core of the palm itself as shown in figures, the 

region has the principle lines and wrinkles of the hand, delta points, minutiae features and 

the geometry feature. 
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There are two types of approaches for palmprint recognition, high resolution

dpi or more) and low resolution approach(150 dpi or less), the high resolution allows for a 

very precise recognition process, it can be mainly used by forensics to identify criminals 

and so on, whilst low resolution is not so precise compare

enough for commercial and civil use such as access control.

A scanner is required to acquire a palmprint, an example of scanners is the CCD

Palmprint scanner developed by the Hong Kong Polytechnic University, it

resolution images, and it is also accurate since it has pegs that fixates the hand’s position on 

the scanner, the image captured by the CCD (Charge

into a digital image and then it gets processed.

Figure. 

Figure. 1.14: Contactless Palmprint Scanner.
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There are two types of approaches for palmprint recognition, high resolution

dpi or more) and low resolution approach(150 dpi or less), the high resolution allows for a 

very precise recognition process, it can be mainly used by forensics to identify criminals 

and so on, whilst low resolution is not so precise compared to the first one, but it is reliable 

enough for commercial and civil use such as access control. 

A scanner is required to acquire a palmprint, an example of scanners is the CCD

Palmprint scanner developed by the Hong Kong Polytechnic University, it

resolution images, and it is also accurate since it has pegs that fixates the hand’s position on 

the scanner, the image captured by the CCD (Charge-Coupled Device) camera is converted 

into a digital image and then it gets processed. 

Figure. 1.13: A CCD-Based Palmprint Scanner [3]. 

Figure. 1.14: Contactless Palmprint Scanner. 
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There are two types of approaches for palmprint recognition, high resolution approach (400 

dpi or more) and low resolution approach(150 dpi or less), the high resolution allows for a 

very precise recognition process, it can be mainly used by forensics to identify criminals 

d to the first one, but it is reliable 

A scanner is required to acquire a palmprint, an example of scanners is the CCD-Based 

Palmprint scanner developed by the Hong Kong Polytechnic University, it gives high 

resolution images, and it is also accurate since it has pegs that fixates the hand’s position on 

Coupled Device) camera is converted 



Chapter 1                    
 

 
 

6.1. Palmprint Image Acquisition 

As already stated, a scanner is required to acquire a palmprint image, CCD

scanners aren’t the only way, we can also 

scanners to obtain the image. Unlike the CCD

allow for contactless palmprint acquisition, which would serve in a different approach, 

contactless scanning would help min

pandemics, such as the present one COVID

are required such as hospitals. Digital scanners are highly effective in collecting palmprint 

images and they assure high precision, and their cost is relatively low, however their 

downside is that they cannot be used for real

times, Figure. 1.15 Shows 2 palmprint images, one collected with a CCD

and the other with a digital scanner (b).

 Figure. 1.15: Palmprint Images Of Different Types [3].

When It comes to the data type, 2D palmprint images are the most used as they are the 

easiest to access and process. There are other types of images as well such as 3

spectral and minutiae images, the figures (1.16 to 1.18) Demonstrate these data types.

Figure. 1.16: 2D Palmprint Image [4].

 

                                           Biometry

Page 14 

6.1. Palmprint Image Acquisition  

As already stated, a scanner is required to acquire a palmprint image, CCD

scanners aren’t the only way, we can also use digital cameras, video cameras and digital 

scanners to obtain the image. Unlike the CCD-Based scanner, digital and video cameras 
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are required such as hospitals. Digital scanners are highly effective in collecting palmprint 
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times, Figure. 1.15 Shows 2 palmprint images, one collected with a CCD

other with a digital scanner (b). 
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When It comes to the data type, 2D palmprint images are the most used as they are the 

easiest to access and process. There are other types of images as well such as 3

spectral and minutiae images, the figures (1.16 to 1.18) Demonstrate these data types.

Figure. 1.16: 2D Palmprint Image [4]. 
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As already stated, a scanner is required to acquire a palmprint image, CCD-Based Palmprint 

use digital cameras, video cameras and digital 

Based scanner, digital and video cameras 

allow for contactless palmprint acquisition, which would serve in a different approach, 

imize the hygiene problem, especially in the times of 

19, or in places where high levels of hygiene 

are required such as hospitals. Digital scanners are highly effective in collecting palmprint 

e high precision, and their cost is relatively low, however their 

time verification because of its long scanning 

times, Figure. 1.15 Shows 2 palmprint images, one collected with a CCD-Based (a) scanner 

Figure. 1.15: Palmprint Images Of Different Types [3]. 

When It comes to the data type, 2D palmprint images are the most used as they are the 

easiest to access and process. There are other types of images as well such as 3D, multi-

spectral and minutiae images, the figures (1.16 to 1.18) Demonstrate these data types. 
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Figure. 1.17: Minutiae Details In A High Resolution Image [4].

 

Figure. 1.18: 3D Palmprint Images [4].

There are many effective acquisition algorithms, each one is built to suit it’s main 

application making it highly reliable in the ideal scanning conditions, however, the real 

world environment is changeable, and most of the time the ideal conditions would not be 

met, which makes some algorithms unreliable for palmprint recognition. The solution to this 

problem is setting up different databases that simulate real world conditions, then evaluate 

the results and see if the algorithm is suitable for use, or if it needs some m

6.2. Pre-processing Step 

Preprocessing is the most important step in palmprint recognition, as it influences the 

subsequent steps (feature extraction and matching). The quality of the pre

important impact on the results of 

• Binarization of the image.

• Extraction of the palm contour.

• Detection of key points.

• Establishment of a coordination system.

• Extraction of the central parts.
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1.17: Minutiae Details In A High Resolution Image [4].

Figure. 1.18: 3D Palmprint Images [4]. 

effective acquisition algorithms, each one is built to suit it’s main 

application making it highly reliable in the ideal scanning conditions, however, the real 

world environment is changeable, and most of the time the ideal conditions would not be 

ch makes some algorithms unreliable for palmprint recognition. The solution to this 

problem is setting up different databases that simulate real world conditions, then evaluate 

the results and see if the algorithm is suitable for use, or if it needs some m

Preprocessing is the most important step in palmprint recognition, as it influences the 

subsequent steps (feature extraction and matching). The quality of the pre

important impact on the results of the recognition process. It consists of five steps:

Binarization of the image. 

Extraction of the palm contour. 

Detection of key points. 

Establishment of a coordination system. 

Extraction of the central parts. 
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1.17: Minutiae Details In A High Resolution Image [4]. 

effective acquisition algorithms, each one is built to suit it’s main 

application making it highly reliable in the ideal scanning conditions, however, the real 

world environment is changeable, and most of the time the ideal conditions would not be 

ch makes some algorithms unreliable for palmprint recognition. The solution to this 

problem is setting up different databases that simulate real world conditions, then evaluate 

the results and see if the algorithm is suitable for use, or if it needs some modification. 

Preprocessing is the most important step in palmprint recognition, as it influences the 

subsequent steps (feature extraction and matching). The quality of the pre-processing has an 

the recognition process. It consists of five steps: 
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Figure. 1.19: Steps Of Image Pre

The main objective of preprocessing is therefore to extract the region of interest (ROI). 

 

Figure. 1.20: ROI Location Using The Ratio Method [4].

6.3. Feature Extraction Step 

After the acquisition and pre-processing the palmprint image, the next ste

features from the ROI, features are of course different between individuals, good extraction 

and processing will assure high performance when it comes to matching. Over the recent 

years, feature extraction algorithms have developed quit

accurate and effective ways to record features. The main features in palmprint images are: 

texture, orientation, discrimination and frequency, there are also some novel features that 

emerged over the years such as Laplac

[9], Gabor magnitude and phase (GMP) information [10],  and many others such as 

Convolutional Neural Networks (CNN) [11] that help improve the accuracy of the 

extraction. 

6.4. Palmprint Matching  (or Clas

The final step of palmprint recognition is matching, the goal here is to figure out if the 

palmprint at hand exists in the database and who it belongs to, that is based on the features 
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Figure. 1.19: Steps Of Image Pre-processing [4]. 

The main objective of preprocessing is therefore to extract the region of interest (ROI). 

Figure. 1.20: ROI Location Using The Ratio Method [4]. 

6.3. Feature Extraction Step  

processing the palmprint image, the next ste

features from the ROI, features are of course different between individuals, good extraction 

and processing will assure high performance when it comes to matching. Over the recent 

years, feature extraction algorithms have developed quite rapidly, which gives a variety of 

accurate and effective ways to record features. The main features in palmprint images are: 

texture, orientation, discrimination and frequency, there are also some novel features that 

emerged over the years such as Laplacienpalm feature [8] , Local relative variance (LRV) 

[9], Gabor magnitude and phase (GMP) information [10],  and many others such as 

Convolutional Neural Networks (CNN) [11] that help improve the accuracy of the 

6.4. Palmprint Matching  (or Classification) Step  

The final step of palmprint recognition is matching, the goal here is to figure out if the 

palmprint at hand exists in the database and who it belongs to, that is based on the features 
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The main objective of preprocessing is therefore to extract the region of interest (ROI).  

processing the palmprint image, the next step is extracting the 

features from the ROI, features are of course different between individuals, good extraction 

and processing will assure high performance when it comes to matching. Over the recent 

e rapidly, which gives a variety of 

accurate and effective ways to record features. The main features in palmprint images are: 

texture, orientation, discrimination and frequency, there are also some novel features that 

ienpalm feature [8] , Local relative variance (LRV) 

[9], Gabor magnitude and phase (GMP) information [10],  and many others such as 

Convolutional Neural Networks (CNN) [11] that help improve the accuracy of the 

The final step of palmprint recognition is matching, the goal here is to figure out if the 

palmprint at hand exists in the database and who it belongs to, that is based on the features 
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extracted previously, the algorithm compares the features of the palmprint and tries to find 

the best match for it, of course with a defined percentage of incertitude. 

The reliability of the system depends on the precision of the matching, it should have a very 

low, nearly null chance of it making a false identification, and it also should be able to easily 

identify correct ones without having to repeat the scanning multiple times. 

7. Conclusion  

In this chapter, we have given a detailed definition about biometry and its advantages in 

ensuring the security for both individuals and groups, we also explained biometric 

modalities and how they are chosen, and which modalities give the best results and are most 

reliable, we also gave generalities on biometric systems, how to evaluate their performance, 

and their applications, and finally we explained the properties of palmprints in detail, and 

why we chose the palmprint as the biometric modality to use in this research. 
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1. Introduction 

In the process of building a biometric system, we need to make a suitable recognition 

algorithm, the algorithm would go through a number of steps after acquiring an input, in the 

case of palmprint recognition, it goes through pre

matching.  

The classic programming methods fall short when it comes to biometric recognition and 

object detection, they are mostly straightforward and need exact values, which makes them 

unreliable in these cases since they work with esti

algorithm using these methods would only end up in a long and unoptimized program.

Machine learning introduces a solution, instead of using long and hard to maintain 

algorithm, we use it’s techniques to build a pr

distinguish them. This chapter explains machine learning in general, and focuses on the 

algorithms to be used in this research.

2. Machine Learning 

A frequent question is, what is machine learning? Or what’s the di

learning and deep learning? In general we could label machine learning as a kind of 

artificial intelligence, and in the same way deep learning is included in machine learning.

Figure. 2.1: Deep 

As for the first question, machine learning is a modeling technique that involves data, or in 

other words programming machines to learn from data, in order to build models 

representing the classes that the computer delivers after learning from the da

can be documents, images, sounds, videos, etc.
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In the process of building a biometric system, we need to make a suitable recognition 

algorithm, the algorithm would go through a number of steps after acquiring an input, in the 

case of palmprint recognition, it goes through pre-processing, feature extrac

The classic programming methods fall short when it comes to biometric recognition and 

object detection, they are mostly straightforward and need exact values, which makes them 

unreliable in these cases since they work with estimations, so trying to build a recognition 

algorithm using these methods would only end up in a long and unoptimized program.

Machine learning introduces a solution, instead of using long and hard to maintain 

algorithm, we use it’s techniques to build a program that can recognize palmprints and 

distinguish them. This chapter explains machine learning in general, and focuses on the 

algorithms to be used in this research. 

A frequent question is, what is machine learning? Or what’s the difference between machine 

learning and deep learning? In general we could label machine learning as a kind of 

artificial intelligence, and in the same way deep learning is included in machine learning.

Figure. 2.1: Deep learning as a kind of machine learning. 

As for the first question, machine learning is a modeling technique that involves data, or in 

other words programming machines to learn from data, in order to build models 

representing the classes that the computer delivers after learning from the da

can be documents, images, sounds, videos, etc. 
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In the process of building a biometric system, we need to make a suitable recognition 

algorithm, the algorithm would go through a number of steps after acquiring an input, in the 

processing, feature extraction and finally 

The classic programming methods fall short when it comes to biometric recognition and 

object detection, they are mostly straightforward and need exact values, which makes them 

mations, so trying to build a recognition 

algorithm using these methods would only end up in a long and unoptimized program. 

Machine learning introduces a solution, instead of using long and hard to maintain 

ogram that can recognize palmprints and 

distinguish them. This chapter explains machine learning in general, and focuses on the 

fference between machine 

learning and deep learning? In general we could label machine learning as a kind of 

artificial intelligence, and in the same way deep learning is included in machine learning. 

As for the first question, machine learning is a modeling technique that involves data, or in 

other words programming machines to learn from data, in order to build models 

representing the classes that the computer delivers after learning from the data. The latter 
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Figure. 2.2:  The Process Of Machine Learning[1].

An example about models, is the e

would be hard, and the end product wouldn’t be rel

because the spammers would change their patterns when they that their e

Applying machine learning techniques would make it much easier, the program would 

detect patterns and keep update the filte

program gets a lot of e-mails as training data, it goes through the learning process as it 

detects patterns, and in the end it comes out with the best spam filter which is the model in 

this case. 

Of course machine learning isn’t just employed for problems like spam mail, it can be used 

to solve much more complicated problems, it is highly reliable in image and audio 

recognition, object detection and even handwriting recognition, for example if you see 

letters or numbers handwritten you would easily recognize them, but how would a machine 

do it? Traditional modeling techniques wouldn’t do and there are not analytic models for 

this, what if we make the computer learn the same way a human being is has learned 

distinguish numbers and letters? that would work if we come out with the right learning 

rule, and that is the concept of machine learning, it works to achieve a model out of training 

data when we can’t really use equations and laws.
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Figure. 2.2:  The Process Of Machine Learning[1]. 

An example about models, is the e-mail spam filter, writing an auto-filter program without 

would be hard, and the end product wouldn’t be reliable as it will require regular updates 

because the spammers would change their patterns when they that their e

Applying machine learning techniques would make it much easier, the program would 

detect patterns and keep update the filter on flight. So the process here is like this: the 

mails as training data, it goes through the learning process as it 

detects patterns, and in the end it comes out with the best spam filter which is the model in 

e machine learning isn’t just employed for problems like spam mail, it can be used 

to solve much more complicated problems, it is highly reliable in image and audio 

recognition, object detection and even handwriting recognition, for example if you see 

ers or numbers handwritten you would easily recognize them, but how would a machine 

do it? Traditional modeling techniques wouldn’t do and there are not analytic models for 

this, what if we make the computer learn the same way a human being is has learned 

distinguish numbers and letters? that would work if we come out with the right learning 

rule, and that is the concept of machine learning, it works to achieve a model out of training 

data when we can’t really use equations and laws. 
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filter program without 

iable as it will require regular updates 

because the spammers would change their patterns when they that their e-mails are detected. 

Applying machine learning techniques would make it much easier, the program would 

r on flight. So the process here is like this: the 

mails as training data, it goes through the learning process as it 

detects patterns, and in the end it comes out with the best spam filter which is the model in 

e machine learning isn’t just employed for problems like spam mail, it can be used 

to solve much more complicated problems, it is highly reliable in image and audio 

recognition, object detection and even handwriting recognition, for example if you see 

ers or numbers handwritten you would easily recognize them, but how would a machine 

do it? Traditional modeling techniques wouldn’t do and there are not analytic models for 

this, what if we make the computer learn the same way a human being is has learned to 

distinguish numbers and letters? that would work if we come out with the right learning 

rule, and that is the concept of machine learning, it works to achieve a model out of training 
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3. Deep Learning 

Machine learning is about computers having the ability to perform tasks without being 

explicitly programmed, but the computers would still think and act like machines, their 

ability to perform some complex tasks such as gather data from pictures or videos o

still falls far from what humans are capable of doing.

Deep learning models introduce an especially sophisticated approach to machine learning, 

and are set tackle these challenges because they have been modeled after the human brain, a 

type of deep learning models is a neural network, for example: deep neural networks are 

built to permit data to be passed between nodes in highly connected ways, similar to how 

brain neurons work, this results in a non

While it takes tremendous volumes of information to ‘feed and build’ such a system, it can 

begin to come up with immediate results, and there's relatively no need for human 

intervention once the system is up and running.

4. Types of Machine Learning

Machine learning has multiple types and techniques, each one is used to solve a specific 

problem, the collection of these techniques can be divided into 3 main types depending on 

the degree of human interference in the learning process, the types are: supervised, 

unsupervised and reinforcement learning. We will explain each type while highlighting its 

most important algorithms. 

Figure. 2.3: Different Types of Machine Learning [1].

4.1. Supervised Learning 

As the name suggests, human supervision is a part of this 

data sets are fed into the system in labeled as (Input; Correct Output), meaning that in the 
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achine learning is about computers having the ability to perform tasks without being 

explicitly programmed, but the computers would still think and act like machines, their 

ability to perform some complex tasks such as gather data from pictures or videos o

still falls far from what humans are capable of doing. 

Deep learning models introduce an especially sophisticated approach to machine learning, 

and are set tackle these challenges because they have been modeled after the human brain, a 

ep learning models is a neural network, for example: deep neural networks are 

built to permit data to be passed between nodes in highly connected ways, similar to how 

brain neurons work, this results in a non-linear transformation of the data.

akes tremendous volumes of information to ‘feed and build’ such a system, it can 

begin to come up with immediate results, and there's relatively no need for human 

intervention once the system is up and running. 
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the degree of human interference in the learning process, the types are: supervised, 

rvised and reinforcement learning. We will explain each type while highlighting its 

Figure. 2.3: Different Types of Machine Learning [1]. 

As the name suggests, human supervision is a part of this training technique. Basically, the 

data sets are fed into the system in labeled as (Input; Correct Output), meaning that in the 
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achine learning is about computers having the ability to perform tasks without being 

explicitly programmed, but the computers would still think and act like machines, their 

ability to perform some complex tasks such as gather data from pictures or videos or audio, 

Deep learning models introduce an especially sophisticated approach to machine learning, 

and are set tackle these challenges because they have been modeled after the human brain, a 

ep learning models is a neural network, for example: deep neural networks are 

built to permit data to be passed between nodes in highly connected ways, similar to how 

linear transformation of the data.  
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training technique. Basically, the 

data sets are fed into the system in labeled as (Input; Correct Output), meaning that in the 
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learning process, the system works on the given data and gives an output, then compares it 

with the correct output, calculates t

until it reaches optimal results.

Again it is named supervised because it already knows the correct output, it learns how to 

get to it, and then it employs the results in other situations, a few exa

could use supervised learning are object recognition, speech recognition (Classification) and 

predicting numeric values like prices (Regression).

Supervised learning has multiple algorithms, such as K

neural networks and logistic regression. We chose to focus on 3 important classification 

algorithms, K-NN, SVM and neural networks.

4.1.1. K-Nearest Neighbor 

The principle of this algorithm is pretty straightforward, basically, the example i

classified depending on the class of it’s nearest neighbors, it is usually useful to take 

multiple neighbors into account. Since the classification process requires the examples to be 

loaded in the memory, it is referred to sometimes as Memory

following figure depicts the main principle of this algorithm.

4.1.2. Support Vector Machines

Support Vector Machines are a set of methods used for regression, classification and outliers 

detection. SVM does multiple complex data transformations in order to find and draw the 

optimal line to separate and classify the data. It was developed in the framework of 

statistical learning theory. 
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learning process, the system works on the given data and gives an output, then compares it 

with the correct output, calculates the error and works on rectifying it, the process goes on 

until it reaches optimal results. 

Again it is named supervised because it already knows the correct output, it learns how to 

get to it, and then it employs the results in other situations, a few exa

could use supervised learning are object recognition, speech recognition (Classification) and 

predicting numeric values like prices (Regression). 

Supervised learning has multiple algorithms, such as K-nearest neighbors, linear 

neural networks and logistic regression. We chose to focus on 3 important classification 

NN, SVM and neural networks. 

The principle of this algorithm is pretty straightforward, basically, the example i

classified depending on the class of it’s nearest neighbors, it is usually useful to take 

multiple neighbors into account. Since the classification process requires the examples to be 

loaded in the memory, it is referred to sometimes as Memory-Based Classification, the 

following figure depicts the main principle of this algorithm. 

Figure. 2.4: K-NN Classification [6]. 

4.1.2. Support Vector Machines 

Support Vector Machines are a set of methods used for regression, classification and outliers 

etection. SVM does multiple complex data transformations in order to find and draw the 

optimal line to separate and classify the data. It was developed in the framework of 
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learning process, the system works on the given data and gives an output, then compares it 

he error and works on rectifying it, the process goes on 

Again it is named supervised because it already knows the correct output, it learns how to 

get to it, and then it employs the results in other situations, a few examples on where we 

could use supervised learning are object recognition, speech recognition (Classification) and 

nearest neighbors, linear regression, 

neural networks and logistic regression. We chose to focus on 3 important classification 

The principle of this algorithm is pretty straightforward, basically, the example in hand is 

classified depending on the class of it’s nearest neighbors, it is usually useful to take 

multiple neighbors into account. Since the classification process requires the examples to be 

sed Classification, the 

Support Vector Machines are a set of methods used for regression, classification and outliers 

etection. SVM does multiple complex data transformations in order to find and draw the 

optimal line to separate and classify the data. It was developed in the framework of 
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4.1.3 Neural Networks 

Neural Networks are one of the 

especially in Deep Learning. A neural network is an architecture of input and output nodes 

that in its formation mimics the association of the neurons in a human brain, with such 

complex architecture it can be used to solve a lot of linear and main non

this makes it very effective and a very important technique in image processing and object 

recognition. 

4.2. Unsupervised Learning 

In this type, the system works on unlabeled data an

features to classify the data without any human interference, it is quite useful when working 

on statistics. It has multiple algorithms such as Clustering and Association Rule Learning, 

we are not using unsupervised 

4.3 Reinforcement Learning 

In reinforcement learning, the system here is called an Agent, it learns by observing the 

environment and then performing actions depending on the situation, after that it 

rewarded or penalized depending on outcome of the action taken, if for example it takes an 

action and gets a penalty, it would update it’s action policy to avoid it in the future. This 

type of learning is used mostly in robotics, it is employed

Figure. 2.5: Overview Of Reinforcement Learning [2].

5. Challenges Faced When Using Machine Learning

Like any other programming technique, machine learning has obstacles it has to overcome 

to get a working system that 
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Neural Networks are one of the most used algorithms in Machine Learning as a whole, and 

especially in Deep Learning. A neural network is an architecture of input and output nodes 

s formation mimics the association of the neurons in a human brain, with such 

e it can be used to solve a lot of linear and main non

this makes it very effective and a very important technique in image processing and object 

 

In this type, the system works on unlabeled data and it tries to detect patterns and common 

features to classify the data without any human interference, it is quite useful when working 

on statistics. It has multiple algorithms such as Clustering and Association Rule Learning, 

 learning, so we won’t be focusing on it’s algorithms.

 

In reinforcement learning, the system here is called an Agent, it learns by observing the 

environment and then performing actions depending on the situation, after that it 

rewarded or penalized depending on outcome of the action taken, if for example it takes an 

action and gets a penalty, it would update it’s action policy to avoid it in the future. This 

type of learning is used mostly in robotics, it is employed in robots that learn how to walk.

Figure. 2.5: Overview Of Reinforcement Learning [2]. 

5. Challenges Faced When Using Machine Learning 

Like any other programming technique, machine learning has obstacles it has to overcome 

 gives correct results, in this case the challenges concern the 
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most used algorithms in Machine Learning as a whole, and 

especially in Deep Learning. A neural network is an architecture of input and output nodes 

s formation mimics the association of the neurons in a human brain, with such 

e it can be used to solve a lot of linear and main non-linear problems, 

this makes it very effective and a very important technique in image processing and object 

d it tries to detect patterns and common 

features to classify the data without any human interference, it is quite useful when working 

on statistics. It has multiple algorithms such as Clustering and Association Rule Learning, 

learning, so we won’t be focusing on it’s algorithms. 

In reinforcement learning, the system here is called an Agent, it learns by observing the 

environment and then performing actions depending on the situation, after that it gets either 

rewarded or penalized depending on outcome of the action taken, if for example it takes an 

action and gets a penalty, it would update it’s action policy to avoid it in the future. This 

in robots that learn how to walk. 

Like any other programming technique, machine learning has obstacles it has to overcome 

gives correct results, in this case the challenges concern the 
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data, it’s quality, quantity and how it is handled. We will address the issues in this part and 

suggest solutions to them. 

5.1. Underfitting 

This issue occurs when the model is too simple to

to label the data correctly, when it comes to real life conditions, which are much more 

complex than the model in this case, it will give different results, and sometimes it might do 

that with the training data itself since it didn’t learn correctly.

 To fix this, we need to select a better model that has more parameters, also feed the best and 

most important features into the algorithms and reduce constraints on the model.

5.2. Overfitting 

It is the opposite of underfitting, it happens when the model is too complex, it has too many 

parameters that overgeneralizes features, it may perform well with training data, but it in 

real conditions it will give incorrect results, since it is strictly made to give a very pr

output for every data point, it will make an incorrect rule. The figure below explains 

overfitting, it makes a very complex curve to separate the different data types, it will give 

correct outputs with the training data since it’s tailored to fit it,

time conditions. 

Figure. 2.6: An Example Of Overfitting [1].

To solve this problem, we can select a model with fewer parameters, gather more training 

data, and reduce the noise level in the data set.
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data, it’s quality, quantity and how it is handled. We will address the issues in this part and 

This issue occurs when the model is too simple to learn, it doesn’t have enough parameters 

to label the data correctly, when it comes to real life conditions, which are much more 

complex than the model in this case, it will give different results, and sometimes it might do 

elf since it didn’t learn correctly. 

To fix this, we need to select a better model that has more parameters, also feed the best and 

most important features into the algorithms and reduce constraints on the model.

underfitting, it happens when the model is too complex, it has too many 

parameters that overgeneralizes features, it may perform well with training data, but it in 

real conditions it will give incorrect results, since it is strictly made to give a very pr

output for every data point, it will make an incorrect rule. The figure below explains 

overfitting, it makes a very complex curve to separate the different data types, it will give 

correct outputs with the training data since it’s tailored to fit it, but it won’t work in real

Figure. 2.6: An Example Of Overfitting [1].  

To solve this problem, we can select a model with fewer parameters, gather more training 

data, and reduce the noise level in the data set. 
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data, it’s quality, quantity and how it is handled. We will address the issues in this part and 

learn, it doesn’t have enough parameters 

to label the data correctly, when it comes to real life conditions, which are much more 

complex than the model in this case, it will give different results, and sometimes it might do 

To fix this, we need to select a better model that has more parameters, also feed the best and 

most important features into the algorithms and reduce constraints on the model. 

underfitting, it happens when the model is too complex, it has too many 

parameters that overgeneralizes features, it may perform well with training data, but it in 

real conditions it will give incorrect results, since it is strictly made to give a very precise 

output for every data point, it will make an incorrect rule. The figure below explains 

overfitting, it makes a very complex curve to separate the different data types, it will give 

but it won’t work in real-

To solve this problem, we can select a model with fewer parameters, gather more training 
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5.3. Bad Quality And Quantity Of Data

Machine learning systems are not like humans, they can’t just learn how to distinguish 

objects with very few examples, they require large amounts of data to work effectively, the 

data also has to be of good quality, it shouldn’t have a l

they make it harder for the system to detect patterns. Systems that work on speech 

recognition and image processing are highly sophisticated and so they would require a lot of 

good quality data sets to work properly, an

provide a lot of training data, and also to spend a lot of time cleaning it up from any errors 

or noises. 

6. Neural Networks 

As stated before, neural networks are a widely used model in machine learning, t

long history of development, especially lately as interest in Deep Learning has grown a lot, 

neural networks has grown important as well.

A neural network attempts to mimic the human brain, a computer uses memory to store 

data, the memory is divided into sections, each one has it’s unique address, a brain however 

doesn’t work like that, it instead alters the association of neurons, a neuron has no storage 

capability, it only transmits signals to other neurons, a human brain has approximately 86 

billion neurons [8], that is a massive network, and the way these neurons are associated 

forms a specific information. Neural networks are constructed of nodes which imitate the 

brain’s neurons, it also uses weight values that imitate the association of ne

below shows an example of a node.

Figure. 2.7: A Neural Network With 3 Inputs and 1 Output Node[1].
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Quantity Of Data 

Machine learning systems are not like humans, they can’t just learn how to distinguish 

objects with very few examples, they require large amounts of data to work effectively, the 

data also has to be of good quality, it shouldn’t have a lot of noises, errors and outliers as 

they make it harder for the system to detect patterns. Systems that work on speech 

recognition and image processing are highly sophisticated and so they would require a lot of 

good quality data sets to work properly, and so do other systems, and so we are required to 

provide a lot of training data, and also to spend a lot of time cleaning it up from any errors 

As stated before, neural networks are a widely used model in machine learning, t

long history of development, especially lately as interest in Deep Learning has grown a lot, 

neural networks has grown important as well. 

A neural network attempts to mimic the human brain, a computer uses memory to store 

vided into sections, each one has it’s unique address, a brain however 

doesn’t work like that, it instead alters the association of neurons, a neuron has no storage 

capability, it only transmits signals to other neurons, a human brain has approximately 86 

billion neurons [8], that is a massive network, and the way these neurons are associated 

forms a specific information. Neural networks are constructed of nodes which imitate the 

brain’s neurons, it also uses weight values that imitate the association of ne

below shows an example of a node. 

Figure. 2.7: A Neural Network With 3 Inputs and 1 Output Node[1].
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Machine learning systems are not like humans, they can’t just learn how to distinguish 

objects with very few examples, they require large amounts of data to work effectively, the 

ot of noises, errors and outliers as 

they make it harder for the system to detect patterns. Systems that work on speech 

recognition and image processing are highly sophisticated and so they would require a lot of 

d so do other systems, and so we are required to 

provide a lot of training data, and also to spend a lot of time cleaning it up from any errors 

As stated before, neural networks are a widely used model in machine learning, they have a 

long history of development, especially lately as interest in Deep Learning has grown a lot, 

A neural network attempts to mimic the human brain, a computer uses memory to store 

vided into sections, each one has it’s unique address, a brain however 

doesn’t work like that, it instead alters the association of neurons, a neuron has no storage 

capability, it only transmits signals to other neurons, a human brain has approximately 86 

billion neurons [8], that is a massive network, and the way these neurons are associated 

forms a specific information. Neural networks are constructed of nodes which imitate the 

brain’s neurons, it also uses weight values that imitate the association of neurons, the figure 

Figure. 2.7: A Neural Network With 3 Inputs and 1 Output Node[1]. 
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The arrows denote the flow of the signals into and out of the node, 

values while w1, w2 and w3 are their res

the output of the node. Bias is a factor associated with the storage of information, in neural 

networks information is stored in forms of weights and bias. The output value is calculated 

as follows: first, each input value (

summed up at the node with the bias value, this gives us the weighted sum value 

finally put into the activation function 

following equations calculate the output for our 3 input node example.

                                              v = ( w

                                                       

Where w and x are 1 by 3 and 3 by 1 matrices respectively

                                                  y = 

The activation function determines how the node behaves, there are multiple types of 

activation functions, one of the most used is the Sigmoid function illustrated in the 

following figure : 

 

Figure. 2.8: The Sigmoid Function [1].

There are other types, we can also use a simple ramp for convenience in some examples.

Just like the brain is a massive network of neurons, the neural network is network of many 
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The arrows denote the flow of the signals into and out of the node, x1, x

are their respective weights, b is the bias value and finally 

the output of the node. Bias is a factor associated with the storage of information, in neural 

networks information is stored in forms of weights and bias. The output value is calculated 

st, each input value (xi) get multiplied by it’s weight (wi), then the results are 

summed up at the node with the bias value, this gives us the weighted sum value 

finally put into the activation function φ(v) which yields the output of the 

following equations calculate the output for our 3 input node example. 

v = ( w1* x1 ) + ( w2* x2 ) + ( w3*x3 ) + b                

                                                       v = w*x + b                                                       

are 1 by 3 and 3 by 1 matrices respectively 

y = φ(v) = φ(w*x + b)                                                          

The activation function determines how the node behaves, there are multiple types of 

activation functions, one of the most used is the Sigmoid function illustrated in the 

Figure. 2.8: The Sigmoid Function [1]. 

other types, we can also use a simple ramp for convenience in some examples.

Just like the brain is a massive network of neurons, the neural network is network of many 
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x2and x3 are the input 

is the bias value and finally y is 

the output of the node. Bias is a factor associated with the storage of information, in neural 

networks information is stored in forms of weights and bias. The output value is calculated 

), then the results are 

summed up at the node with the bias value, this gives us the weighted sum value v, which is 

which yields the output of the node. The 

                                 ( 2.1) 

                                                            ( 2.2) 

                                                   (2.3) 

The activation function determines how the node behaves, there are multiple types of 

activation functions, one of the most used is the Sigmoid function illustrated in the 

other types, we can also use a simple ramp for convenience in some examples. 

Just like the brain is a massive network of neurons, the neural network is network of many 
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nodes, such networks are created depending how the nodes are connected, a commonly used

type is the layered neural network, the figure coming next is an example

 

Figure. 2.9: A Multi

As it can be observed, this neural network has multiple layers of nodes, the nodes in the 

input layer transmit the input signal into

activation function, they simple send in the input, and so they are illustrated by squares, the 

nodes of the output layer give the final output of the network after it’s been calculated 

throughout the network, the layers in between are called hidden layers since there is no way 

to access them as the neural network only gives the final output.

Neural networks have went through a long process of development to reach the state they 

are at today, it started with simple networks of only input and output layers, and have 

developed into deep networks with multiple hidden layers, we can distinguish 2 main types 

of neural networks: single layer neural networks which have only input and output layers, 

and then there are multi-layer neural networks, this type has 2 sub

layer neural networks, these have a single hidden layer of nodes, while the other sub

deep multi-layer neural networks which have multiple hidden layers, the example in th

figure. 2.8 is a deep multi-layer neural network, the following figure shows the different 

types of layered networks: 
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nodes, such networks are created depending how the nodes are connected, a commonly used

type is the layered neural network, the figure coming next is an example

Figure. 2.9: A Multi-Layer Neural Network [1]. 

As it can be observed, this neural network has multiple layers of nodes, the nodes in the 

input layer transmit the input signal into the network, they do not have a weighted sum or an 

activation function, they simple send in the input, and so they are illustrated by squares, the 

nodes of the output layer give the final output of the network after it’s been calculated 

twork, the layers in between are called hidden layers since there is no way 

to access them as the neural network only gives the final output.  

Neural networks have went through a long process of development to reach the state they 

with simple networks of only input and output layers, and have 

developed into deep networks with multiple hidden layers, we can distinguish 2 main types 

of neural networks: single layer neural networks which have only input and output layers, 

layer neural networks, this type has 2 sub-types, shallow multi

layer neural networks, these have a single hidden layer of nodes, while the other sub

layer neural networks which have multiple hidden layers, the example in th

layer neural network, the following figure shows the different 
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type is the layered neural network, the figure coming next is an example : 
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                                               Figure. 2.10: Types Of Neural Networks [1].

In the next sub-sections, we will highlight the different types of layered neural network

and we will also explain convolution neural networks.

6.1. Single Layer Neural Networks

As we previously explained, a single layer neural network consists of only input and output 

layers, and doesn’t have any hidden layers. The only way to store infor

network is through learning, in the end, the information is stored in form of weights, any 

new information has to be learned by the network, the weights of course, should change 

accordingly, the learning rule for a neural network is the 

the weights. In order to train a single layer neural network, we use the delta rule.

The delta rule is only capable of single layer training, but it is quite useful, and it helps 

grasp the core elements of learning rules f

pretty straight forward, as previously stated in supervised learning, the system receive the 

input in pairs (Input; Correct Output), what happens when using the delta rule is the network 

calculates it’s output, then it calculates the error between the correct output and the 

calculated output, and then it adjusts the weights accordingly to minimize the error, hence 
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Figure. 2.10: Types Of Neural Networks [1]. 

sections, we will highlight the different types of layered neural network

and we will also explain convolution neural networks. 

6.1. Single Layer Neural Networks 

As we previously explained, a single layer neural network consists of only input and output 

layers, and doesn’t have any hidden layers. The only way to store infor

network is through learning, in the end, the information is stored in form of weights, any 

new information has to be learned by the network, the weights of course, should change 

accordingly, the learning rule for a neural network is the systematic approach to modifying 

the weights. In order to train a single layer neural network, we use the delta rule.

The delta rule is only capable of single layer training, but it is quite useful, and it helps 

grasp the core elements of learning rules for neural networks in general, how it works is 

pretty straight forward, as previously stated in supervised learning, the system receive the 

input in pairs (Input; Correct Output), what happens when using the delta rule is the network 

, then it calculates the error between the correct output and the 

calculated output, and then it adjusts the weights accordingly to minimize the error, hence 
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sections, we will highlight the different types of layered neural networks, 

As we previously explained, a single layer neural network consists of only input and output 

layers, and doesn’t have any hidden layers. The only way to store information in a neural 

network is through learning, in the end, the information is stored in form of weights, any 

new information has to be learned by the network, the weights of course, should change 

systematic approach to modifying 

the weights. In order to train a single layer neural network, we use the delta rule. 

The delta rule is only capable of single layer training, but it is quite useful, and it helps 

or neural networks in general, how it works is 

pretty straight forward, as previously stated in supervised learning, the system receive the 

input in pairs (Input; Correct Output), what happens when using the delta rule is the network 

, then it calculates the error between the correct output and the 

calculated output, and then it adjusts the weights accordingly to minimize the error, hence 
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why it is called the delta rule. The error and the updated weights are calculated by the 

following equations: 

                                                                        ei = |yi – di|                                                           (2.4) 

                                                                       wij← wij + α*ei*x j                                                                      (2.5) 

Where: 

 ei is the error of the output node i. 

 yi is the calculated output of the output node i. 

 di is the correct output of the output node i. 

 wij is the weight value between the input node j and the output node i. 

 α is the learning rate, it is valued between 0 and 1. 

 xj is the output of the input node j. 

The learning rate α determines how much the weights change per iteration, if it’s the too 

high, the output won’t converge to the correct value, while it would find it too slowly if the 

rate is too low, and so the learning rate value should be well determined. 

In the end, the whole learning process using the delta rule can be summarized in the 

following steps: 

1. Initialize the weights at adequate values. 

2. Take the input from the training data of { input, correct output } and enter it to 

the neural network. Calculate the error of the output, yi, from the correct 

output, di , to the input. 

                                                                  ei = |yi – di|                                                           (2.6) 

3. Calculate the weight updates according to the following delta rule 

                                                            ∆wij = α*ei*x j                                                                    (2.7) 

4. Adjust the weights as: 

                                                           wij← wij + ∆wij                                                        (2.8) 

5. Perform Steps 2-4 for all training data. 

6. Repeat Steps 2-5 until the error reaches an acceptable tolerance level [1]. 
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                                   Figure. 2.11: Training of a single layer neural network [1].

The delta rule displayed so far is rather simplified, there is a more generalized form for it, 

one that can be used with any ac

                                                                   

Where δi stands for the error and is defined by the following equation:

                                                                      

Where φ’ is the derivative of the activation function.

There are multiple schemes to calculate the weight update 

for the supervised learning of a neural network, and they are SGD, Batch and Mini Batch 

method. 

6.1.1. Stochastic Gradient Descent

The SGD calculates the error for every single 

and so it will go on updating the weights point by point. This method adjusts the weights 

using the follow equation, and is it would imply, the previous delta rules are based on SGD:
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Figure. 2.11: Training of a single layer neural network [1].

The delta rule displayed so far is rather simplified, there is a more generalized form for it, 

one that can be used with any activation function, it is expressed as follows:

                                                                   wij←wij + α*δi*x i                                                     

stands for the error and is defined by the following equation: 

                          δi = φ’(v i)*ei                          

is the derivative of the activation function. 

ple schemes to calculate the weight update ∆wij, three of them are available 

for the supervised learning of a neural network, and they are SGD, Batch and Mini Batch 

6.1.1. Stochastic Gradient Descent (SGD) 

The SGD calculates the error for every single data point and adjusts it’s weight immediately, 

and so it will go on updating the weights point by point. This method adjusts the weights 

using the follow equation, and is it would imply, the previous delta rules are based on SGD:

                                                              ∆wij = α*δi*x j                                     
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Figure. 2.11: Training of a single layer neural network [1]. 

The delta rule displayed so far is rather simplified, there is a more generalized form for it, 

tivation function, it is expressed as follows: 

                                                     (2.9) 

                                       (2.10) 

, three of them are available 

for the supervised learning of a neural network, and they are SGD, Batch and Mini Batch 

data point and adjusts it’s weight immediately, 

and so it will go on updating the weights point by point. This method adjusts the weights 

using the follow equation, and is it would imply, the previous delta rules are based on SGD: 

                                (2.11) 
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The following figure shows how the weight update of the stochastic gradient descent is 

related to the entire data: 

                                                     Figure. 2.12: Weight Updating In SGD [1].

 

6.1.2. Batch Method 

Unlike the SGD method, the Batch method, calculates each 

of the training data, then the average of the weight updates is used to adjust the weights, and 

so this method uses all training data and updates the weights only once, however, because it 

calculates an average weight updat

for training. The following figure demonstrates how the method works

 

                                               Figure. 2.13: Weight Updating In Batch Method [1].

The average weight update is calculated by the following equation:
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The following figure shows how the weight update of the stochastic gradient descent is 

Figure. 2.12: Weight Updating In SGD [1]. 

Unlike the SGD method, the Batch method, calculates each weight update for all the errors 

of the training data, then the average of the weight updates is used to adjust the weights, and 

so this method uses all training data and updates the weights only once, however, because it 

calculates an average weight update to use for all data points, this method takes a lot of time 

for training. The following figure demonstrates how the method works :

Figure. 2.13: Weight Updating In Batch Method [1]. 

The average weight update is calculated by the following equation: 
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The following figure shows how the weight update of the stochastic gradient descent is 

weight update for all the errors 

of the training data, then the average of the weight updates is used to adjust the weights, and 

so this method uses all training data and updates the weights only once, however, because it 

e to use for all data points, this method takes a lot of time 

: 
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Where ∆wij(k) is the weight update of the k

of data points. 

6.1.3. Mini Batch Method 

Now this method comes in between the previous two, it is a mixture of 

stability from the batch method, and speed from the SGD, how it works is simple, it selects 

a part of the training data and uses it for training in the batch method, so it calculates 

average weight updates but for a part of the data, so it t

does the same each time until it has went through all of the data points, the following figure 

illustrates the mini batch method:

                                     Figure. 2.14: Weight Updating In Mini

Since this method is fast and st

amounts of data. 

6.1.4. Comparison Between SGD And Batch Methods

When it comes to performance and response time, the Batch method makes for a stable 

network that performs pretty well in traini

training because of all the calculations, while the stochastic gradient descent’s approach is 

the opposite, trains quickly, but at the cost of some stability. As explained before, the SGD 

method cycles down with every data point while the Batch method uses the whole training 

data set at once, every time the neural network goes through all of the training data is called 

an epoch, the Batch method only has one training process in each epoch, while the SGD has 

N training processes per epoch, where N represents the number of data points.
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is the weight update of the k-th training data point, and N is the total number 

Now this method comes in between the previous two, it is a mixture of 

stability from the batch method, and speed from the SGD, how it works is simple, it selects 

a part of the training data and uses it for training in the batch method, so it calculates 

average weight updates but for a part of the data, so it takes less time to calculate, and it 

does the same each time until it has went through all of the data points, the following figure 

illustrates the mini batch method: 

Figure. 2.14: Weight Updating In Mini-Batch Method [1]. 

Since this method is fast and stable, it is often used in deep learning since it uses a large 

6.1.4. Comparison Between SGD And Batch Methods 

When it comes to performance and response time, the Batch method makes for a stable 

network that performs pretty well in training, however it takes long periods of time in 

training because of all the calculations, while the stochastic gradient descent’s approach is 

the opposite, trains quickly, but at the cost of some stability. As explained before, the SGD 

every data point while the Batch method uses the whole training 

data set at once, every time the neural network goes through all of the training data is called 

an epoch, the Batch method only has one training process in each epoch, while the SGD has 

ining processes per epoch, where N represents the number of data points.
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                                    (2.12) 

th training data point, and N is the total number 

Now this method comes in between the previous two, it is a mixture of both, it takes 

stability from the batch method, and speed from the SGD, how it works is simple, it selects 

a part of the training data and uses it for training in the batch method, so it calculates 

akes less time to calculate, and it 

does the same each time until it has went through all of the data points, the following figure 

able, it is often used in deep learning since it uses a large 

When it comes to performance and response time, the Batch method makes for a stable 

ng, however it takes long periods of time in 

training because of all the calculations, while the stochastic gradient descent’s approach is 

the opposite, trains quickly, but at the cost of some stability. As explained before, the SGD 

every data point while the Batch method uses the whole training 

data set at once, every time the neural network goes through all of the training data is called 

an epoch, the Batch method only has one training process in each epoch, while the SGD has 

ining processes per epoch, where N represents the number of data points. 
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As was elaborated before, the mini

is faster than the Batch method and more stable than SGD, the number of training processes 

per epoch in this method is higher than 1 and lower than N. Below is a comparison between 

Batch and SGD methods done by Phil Kim in “MATLAB Deep Learning” [1], the program 

used in this example trains a neural network 1,000 times for each method, then shows 

graph below, and as can be observed, the neural network learns faster with SGD.

                                    Figure. 2.15: Comparison Between Batch and SGD Methods [1].

6.1.5. Limitations Of Single Layer Neural Networks

As simple as it is to learn, a single layer neural netwo

problems, at best it is only capable of solving linear problems and it is unable to deal non

linear equations, which has lead in time to the creation of multi

Input/predicted output

(0, 0)/ 1 

(0, 1)/1 

(1, 0)/ 1 

(1, 1)/ 1 

Table. 2.1: Input and Output Of The XOR Problem [1].

The example below is taken from “M

layer neural network cannot solve an XOR example, we use the sigmoid function as an 
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As was elaborated before, the mini-Batch method is a mixture of both previous methods, it 

is faster than the Batch method and more stable than SGD, the number of training processes 

er epoch in this method is higher than 1 and lower than N. Below is a comparison between 

Batch and SGD methods done by Phil Kim in “MATLAB Deep Learning” [1], the program 

used in this example trains a neural network 1,000 times for each method, then shows 

graph below, and as can be observed, the neural network learns faster with SGD.

Figure. 2.15: Comparison Between Batch and SGD Methods [1].

6.1.5. Limitations Of Single Layer Neural Networks 

As simple as it is to learn, a single layer neural network cannot be used to solve complicated 

problems, at best it is only capable of solving linear problems and it is unable to deal non

linear equations, which has lead in time to the creation of multi-layer neural networks.

Input/predicted output Correct Output

0 

1 

1 

0 

Table. 2.1: Input and Output Of The XOR Problem [1]. 

The example below is taken from “MATLAB Deep Learning” [1], it shows how a single 

layer neural network cannot solve an XOR example, we use the sigmoid function as an 
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Batch method is a mixture of both previous methods, it 

is faster than the Batch method and more stable than SGD, the number of training processes 

er epoch in this method is higher than 1 and lower than N. Below is a comparison between 

Batch and SGD methods done by Phil Kim in “MATLAB Deep Learning” [1], the program 

used in this example trains a neural network 1,000 times for each method, then shows the 

graph below, and as can be observed, the neural network learns faster with SGD. 

Figure. 2.15: Comparison Between Batch and SGD Methods [1]. 

rk cannot be used to solve complicated 

problems, at best it is only capable of solving linear problems and it is unable to deal non-

layer neural networks. 

Correct Output 

ATLAB Deep Learning” [1], it shows how a single 

layer neural network cannot solve an XOR example, we use the sigmoid function as an 
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activation function and we have the following data set:

input, we get the following results, as they would suggest, the network has failed to give any 

correct results for this problem.

The reason why the neural network was unable to get correct training results, is because the 

data points cannot be separated linearly, but they require a complex curve as the figure 

below shows, such non-linear equations require a multi

Figure. 2.16: The XOR Problem Requiring A Non

6.2. Multi Layer Neural Networks

To overcome the limitations of single layer neural networks, multi

where developed, however, it wasn’t that simple, it took decades

architectures to finally evolve, mainly because of the learning rules, since neural networks 

can only store data through learning it, a neural network that cannot be trained was useless, 

and so we had to wait until a proper learning ru

Single layer neural networks had the delta rule as their representative learning rule, it 

worked effectively with the simple architecture, however it was unusable for multi

neural networks, and that is because of the error, the delta r

the output of the neural network and the correct output, but it has no way of correcting the 
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activation function and we have the following data set:After the code has been run with this 

input, we get the following results, as they would suggest, the network has failed to give any 

correct results for this problem. 

reason why the neural network was unable to get correct training results, is because the 

data points cannot be separated linearly, but they require a complex curve as the figure 

linear equations require a multi-layer neural network.

Figure. 2.16: The XOR Problem Requiring A Non-Linear Solution [1].

6.2. Multi Layer Neural Networks 

To overcome the limitations of single layer neural networks, multi-layer neural networks 

where developed, however, it wasn’t that simple, it took decades 

architectures to finally evolve, mainly because of the learning rules, since neural networks 

can only store data through learning it, a neural network that cannot be trained was useless, 

and so we had to wait until a proper learning rule was found. 

Single layer neural networks had the delta rule as their representative learning rule, it 

worked effectively with the simple architecture, however it was unusable for multi

neural networks, and that is because of the error, the delta rule calculates the error between 

the output of the neural network and the correct output, but it has no way of correcting the 
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After the code has been run with this 

input, we get the following results, as they would suggest, the network has failed to give any 

reason why the neural network was unable to get correct training results, is because the 

data points cannot be separated linearly, but they require a complex curve as the figure 

layer neural network. 

Linear Solution [1]. 

layer neural networks 

 for the multi-layer 

architectures to finally evolve, mainly because of the learning rules, since neural networks 

can only store data through learning it, a neural network that cannot be trained was useless, 

Single layer neural networks had the delta rule as their representative learning rule, it 

worked effectively with the simple architecture, however it was unusable for multi-layer 

ule calculates the error between 

the output of the neural network and the correct output, but it has no way of correcting the 
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error in between the hidden layers and the output and input layers, and the training data 

doesn’t provide correct outputs for the 

algorithm was introduced, it came as a solution to the previous problem, it provided a 

systematic method to calculate the error in the hidden layers, and after that error is 

determined, the delta rule could 

As the name would suggest, in the back

output layer and moves backward through the neural network until it reaches the hidden 

layer next to the input layer, to put it simpl

following figure illustrates back

 

Figure. 2.17: Illustration Of The Back

6.2.1. Back-Propagation Algorithm

To train a multi-layer neural network, we first need to calculate the weighted sums, use the 

activation function to get the output of each node across the multiple layers of the network 

until we finally get the output of the output layer, after that is out

the back-propagation algorithm, first we calculate the delta 

layer, delta is defined by the following equations

                                                                      

                                                                      

As it can be observed, these are the same equations used for single layer neural networks. 

After δ has been calculated, it is propagated backwards into the next hidden layer, it gets 
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error in between the hidden layers and the output and input layers, and the training data 

doesn’t provide correct outputs for the hidden layers too. In 1986, the back

algorithm was introduced, it came as a solution to the previous problem, it provided a 

systematic method to calculate the error in the hidden layers, and after that error is 

determined, the delta rule could be applied on the neural network. 

As the name would suggest, in the back-propagation algorithm, the error starts from the 

output layer and moves backward through the neural network until it reaches the hidden 

layer next to the input layer, to put it simply, in the opposite direction of the input, the 

following figure illustrates back-propagation: 

Figure. 2.17: Illustration Of The Back-Propagtion Algorithm [1].

Propagation Algorithm 

layer neural network, we first need to calculate the weighted sums, use the 

activation function to get the output of each node across the multiple layers of the network 

until we finally get the output of the output layer, after that is out of the way, we start using 

propagation algorithm, first we calculate the delta δiof each node in the output 

layer, delta is defined by the following equations : 

                                                                      ei = |yi – di|                                           

                                                                      δi = φ’(v i)*ei                                                

these are the same equations used for single layer neural networks. 

has been calculated, it is propagated backwards into the next hidden layer, it gets 
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error in between the hidden layers and the output and input layers, and the training data 

hidden layers too. In 1986, the back-propagation 

algorithm was introduced, it came as a solution to the previous problem, it provided a 

systematic method to calculate the error in the hidden layers, and after that error is 

propagation algorithm, the error starts from the 

output layer and moves backward through the neural network until it reaches the hidden 

y, in the opposite direction of the input, the 

Propagtion Algorithm [1]. 

layer neural network, we first need to calculate the weighted sums, use the 

activation function to get the output of each node across the multiple layers of the network 

of the way, we start using 

of each node in the output 

                                    (2.13) 

                                                                                    (2.14) 

these are the same equations used for single layer neural networks. 

has been calculated, it is propagated backwards into the next hidden layer, it gets 
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treated as the value of the node and it gets multiplied by the weight and summed up with the 

bias, the result of this calculation is the error of the hidden node, the following equation is 

an example, bias is ignored for convenience and the network contains two input nodes and 

one hidden layer: 

                                                               

                                                              

                                                             

                                                            

Figure. 2.18: Calculations Of 

The weight updates are calculated the same way they are in single layer neural 

summary, the back-propagation algorithm follows these steps [1] :

 1. Initialize the weights with adequate values.

 2. Enter the input from the training data { input, correct output } and obtain the   

 neural network’s output. Calculate the er

 the delta, δ, of the output nodes.

  3. Propagate the output node delta, 

  immediate next (left) nodes.
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treated as the value of the node and it gets multiplied by the weight and summed up with the 

as, the result of this calculation is the error of the hidden node, the following equation is 

an example, bias is ignored for convenience and the network contains two input nodes and 

                                                               e1
(1) = w11

(2)*δ1 + w21
(2)*δ2                                          

                                             δ1
(1)  = φ’(v1

(1))*e1
(1)                                                        

                                                             e2
(1) = w12

(2)*δ1 + w22
(2)*δ2                           

                                                            δ2
(1)  = φ’(v2

(1))*e2
(1)                                                        

 

 

Figure. 2.18: Calculations Of δi
(k) [1]. 

The weight updates are calculated the same way they are in single layer neural 

propagation algorithm follows these steps [1] : 

1. Initialize the weights with adequate values. 

2. Enter the input from the training data { input, correct output } and obtain the   

neural network’s output. Calculate the error of the output to the correct output and 

, of the output nodes. 

e = |y – d|  

δ = φ’(v)*e  

3. Propagate the output node delta, δ, backward, and calculate the deltas of the

immediate next (left) nodes. 

e(k) = WT*δ  

δ
(k) = φ’(v(k))*e(k)  
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treated as the value of the node and it gets multiplied by the weight and summed up with the 

as, the result of this calculation is the error of the hidden node, the following equation is 

an example, bias is ignored for convenience and the network contains two input nodes and 

                          (2.15) 

                                     (2.16) 

                                            (2.17) 

                          (2.18) 

The weight updates are calculated the same way they are in single layer neural networks, in 

2. Enter the input from the training data { input, correct output } and obtain the   

ror of the output to the correct output and 

, backward, and calculate the deltas of the 



Chapter 2                                                     Deep Learning 2021 
 

Page 37 
 
 

  4. Repeat Step 3 until it reaches the hidden layer that is on the immediate right of the 

  input layer. 

  5. Adjust the weights according to the following learning rule. 

∆wij = α*δi*x j   

wij← wij + ∆wij   

  6. Repeat Steps 2 to 5 for every training data point. 

  7. Repeat Steps 2 to 6 until the neural network is properly trained. 

6.2.2. Momentum 

When it came to weight adjustment and updating, what we previously shown was the 

simplest form of weight updating, still there are other forms of weight adjustment which 

help increase the speed and stability of the training process of a neural network, one of the 

forms used for weight adjustment is momentum. 

The momentum, m is a term that gets added to the delta rule, it drives the weight adjustment  

in a certain direction, it is defined by the following equations: 

                                                             ∆w = α*δ*x                                                                     (2.19) 

                                                             m = ∆w + β*m -                                                         (2.20) 

                                                             w ←w + m                                                                     (2.21) 

Where, m- is the previous momentum and β is a constant 0<β<1, the following formulas 

show how momentum grows over time: 

m(0) = 0 

m(1) = ∆w(1) + β*m(0) 

m(2) = ∆w(2) + β*m(1) 
. . .  

                                                  m(N) = ∆w(N) + β*m(N-1)                                  (2.22) 

As it can be observed, the previous weight update gets added each time, however since β<1, 

the influence of older weight updates on the momentum dissipates over time, but since the 

old weight updates do exist in the equation, the newer weight updates would still be affected 

by them, and that ensure better stability in the learning process, also, the momentum 

increases with every iteration, which increases the value of the weight update, and that 

results in the learning rate increasing, and that speeds up the learning process. 
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6.3. Convolutional Neural Networks

Multi- layer neural networks are used to solve non

there are two types of multi-

single hidden layer, and deep, which have multiple hidden layers, this sub

complicated problems. 

Convolutional neural network or ConvNet is a deep neural network that is employed in 

image recognition, this architecture imitates the brain’s visual cortex and reco

it differs in concept to other neural networks to a certain degree, but it is highly reliable and 

preforms well since it is specialized for image recognition.

Image recognition is basically classification, it’s like recognizing handwritten 

an image,  a class in this example would a be letter such as “A” or “B”, and so it would 

recognize which letter is which. The recognition process works by extracting features, then 

matching to find the correct class for the given sample, featu

and resources to design, and they don’t yield the best results, of course these feature 

extractors do not depend on machine learning.

Figure. 2.19: Image Recognition Without ConvNet [1].

The ConvNet architecture includes

process, which gives a great advantage since it won’t be manually designed, that would 

reduce the cost in both time and resources. It would also yield much better results if it’s 

feature extraction network is deeper. 
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6.3. Convolutional Neural Networks 

layer neural networks are used to solve non-linear models, as was mentioned before, 

-layer neural networks, shallow are neural networks with a 

nd deep, which have multiple hidden layers, this sub

Convolutional neural network or ConvNet is a deep neural network that is employed in 

image recognition, this architecture imitates the brain’s visual cortex and reco

it differs in concept to other neural networks to a certain degree, but it is highly reliable and 

preforms well since it is specialized for image recognition. 

Image recognition is basically classification, it’s like recognizing handwritten 

an image,  a class in this example would a be letter such as “A” or “B”, and so it would 

recognize which letter is which. The recognition process works by extracting features, then 

matching to find the correct class for the given sample, feature extractors cost a lot of time 

and resources to design, and they don’t yield the best results, of course these feature 

extractors do not depend on machine learning. 

Figure. 2.19: Image Recognition Without ConvNet [1]. 

The ConvNet architecture includes the feature extractor, as it builds it during the learning 

process, which gives a great advantage since it won’t be manually designed, that would 

reduce the cost in both time and resources. It would also yield much better results if it’s 

n network is deeper.  
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linear models, as was mentioned before, 

layer neural networks, shallow are neural networks with a 

nd deep, which have multiple hidden layers, this sub-type can solve 

Convolutional neural network or ConvNet is a deep neural network that is employed in 

image recognition, this architecture imitates the brain’s visual cortex and recognizes images, 

it differs in concept to other neural networks to a certain degree, but it is highly reliable and 

Image recognition is basically classification, it’s like recognizing handwritten letters from 

an image,  a class in this example would a be letter such as “A” or “B”, and so it would 

recognize which letter is which. The recognition process works by extracting features, then 

re extractors cost a lot of time 

and resources to design, and they don’t yield the best results, of course these feature 

the feature extractor, as it builds it during the learning 

process, which gives a great advantage since it won’t be manually designed, that would 

reduce the cost in both time and resources. It would also yield much better results if it’s 
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Figure. 2.20: Image Recognition With ConvNet [1].

When working on feature extraction, ConvNet uses two layers, convolutional layer and 

pooling layer, each layer has a specific function. The convolutional layer applies the 

convolution operation on the image in order to convert it, it can be considered as a set of 

digital filters, meanwhile, the pooling layer reduces the dimensions of the image by 

combining neighboring pixels into a single one; these two layers mark a point o

between ConvNet and other neural networks.

 

Figure. 2.21: Overview of the ConvNet Architecture [1].

There are other variants of convolution neural networks, such as AlexNet and ResNet which 

we will described in the next sub
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Figure. 2.20: Image Recognition With ConvNet [1]. 

When working on feature extraction, ConvNet uses two layers, convolutional layer and 

pooling layer, each layer has a specific function. The convolutional layer applies the 

convolution operation on the image in order to convert it, it can be considered as a set of 

digital filters, meanwhile, the pooling layer reduces the dimensions of the image by 

combining neighboring pixels into a single one; these two layers mark a point o

between ConvNet and other neural networks. 

Figure. 2.21: Overview of the ConvNet Architecture [1]. 

There are other variants of convolution neural networks, such as AlexNet and ResNet which 

we will described in the next sub-sections. 
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When working on feature extraction, ConvNet uses two layers, convolutional layer and 

pooling layer, each layer has a specific function. The convolutional layer applies the 

convolution operation on the image in order to convert it, it can be considered as a set of 

digital filters, meanwhile, the pooling layer reduces the dimensions of the image by 

combining neighboring pixels into a single one; these two layers mark a point of difference 

There are other variants of convolution neural networks, such as AlexNet and ResNet which 
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6.3.1. AlexNet 

AlexNet is a pre-trained convolutional neural network, it has 8 layers, and it can classify 

images into 1000 object categories including desk objects (pens, keyboards ...etc) and 

multiple animals, it has an input size of 227x227.

Deep Neural Networks which results in improved accuracy and performance. The intuition 

behind adding more layers is that these layers progressively learn 

on over 1 million images, so it is rich when it comes to feature recognition. A

images as an input and gives a label for the object in the image as an output, it has multiple 

versions for the pre-trained network, a pre

6.3.2. ResNet 

It is short for Residual Network, which

successful since its introduction in 2015. Usually, stacking extra layers on a deep neural 

network helps improve its accuracy as it allows it to learn more features, that’s especially 

useful in object recognition since each layer would work on detecting a certain feature, 

however, a limit to the amount of extra layers has been found. At certain point, adding more 

layers would only increase the error, the figure below shows the error for two convolutiona

neural networks, one has 20 layers and the other 56 layers.

 

Figure. 2.22: Error % When Adding Extra Layers Without ResNet [4]

As is observable, the error is much higher for the 56 layer network in both training and 

testing, adding too many layers has
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trained convolutional neural network, it has 8 layers, and it can classify 

images into 1000 object categories including desk objects (pens, keyboards ...etc) and 

multiple animals, it has an input size of 227x227. 

Deep Neural Networks which results in improved accuracy and performance. The intuition 

behind adding more layers is that these layers progressively learn  This network has been 

on over 1 million images, so it is rich when it comes to feature recognition. A

images as an input and gives a label for the object in the image as an output, it has multiple 

trained network, a pre-trained network can be used in transfer learning.

It is short for Residual Network, which is a deep convolutional neural network, it has been 

introduction in 2015. Usually, stacking extra layers on a deep neural 

accuracy as it allows it to learn more features, that’s especially 

recognition since each layer would work on detecting a certain feature, 

however, a limit to the amount of extra layers has been found. At certain point, adding more 

layers would only increase the error, the figure below shows the error for two convolutiona

neural networks, one has 20 layers and the other 56 layers. 

Figure. 2.22: Error % When Adding Extra Layers Without ResNet [4]

As is observable, the error is much higher for the 56 layer network in both training and 

testing, adding too many layers has degraded the performance. ResNet helps with this issue, 
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trained convolutional neural network, it has 8 layers, and it can classify 

images into 1000 object categories including desk objects (pens, keyboards ...etc) and 

Deep Neural Networks which results in improved accuracy and performance. The intuition 

This network has been 

on over 1 million images, so it is rich when it comes to feature recognition. AlexNet uses 

images as an input and gives a label for the object in the image as an output, it has multiple 

trained network can be used in transfer learning. 

is a deep convolutional neural network, it has been 

introduction in 2015. Usually, stacking extra layers on a deep neural 

accuracy as it allows it to learn more features, that’s especially 

recognition since each layer would work on detecting a certain feature, 

however, a limit to the amount of extra layers has been found. At certain point, adding more 

layers would only increase the error, the figure below shows the error for two convolutional 

Figure. 2.22: Error % When Adding Extra Layers Without ResNet [4] 

As is observable, the error is much higher for the 56 layer network in both training and 

degraded the performance. ResNet helps with this issue, 
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as it makes deeper CNNs perform better without any limit to the extra layers, ResNets are 

made of residual blocks as the one shown in the following figure:

                                                                 

The residual block has a connection that allows the network to skip certain layers in 

between, this skip connection changes the output, the following equations show the output 

without then with the skip connection:

                                                    y = 

                                                   y = φ

The skip connections solve the problem of vanishing/exploding gradients as they allow 

shortcuts for the gradient to flow, they also allow the model to learn identity functions 

which in turn ensure that the higher layer would perform as good or better than lower layer 

and not worse, and highly increases the levels of performance, the following figure shows 

how ResNet improves performance when it comes the error, the networks are 18

layers deep. 

                                          Figure. 2.24: Error % With And Without ResNet [4].
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as it makes deeper CNNs perform better without any limit to the extra layers, ResNets are 

made of residual blocks as the one shown in the following figure: 

                       Figure. 2.23: Residual Block [4]. 

esidual block has a connection that allows the network to skip certain layers in 

between, this skip connection changes the output, the following equations show the output 

without then with the skip connection: 

y = φ(v) = φ(w*x + b)  (Without skip connectio

y = φ(x) + x   (With skip connection) 

The skip connections solve the problem of vanishing/exploding gradients as they allow 

shortcuts for the gradient to flow, they also allow the model to learn identity functions 

ich in turn ensure that the higher layer would perform as good or better than lower layer 

and not worse, and highly increases the levels of performance, the following figure shows 

how ResNet improves performance when it comes the error, the networks are 18

Figure. 2.24: Error % With And Without ResNet [4]. 
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as it makes deeper CNNs perform better without any limit to the extra layers, ResNets are 

esidual block has a connection that allows the network to skip certain layers in 

between, this skip connection changes the output, the following equations show the output 

(Without skip connection)              (2.23) 

(With skip connection)                   (2.24) 

The skip connections solve the problem of vanishing/exploding gradients as they allow 

shortcuts for the gradient to flow, they also allow the model to learn identity functions 

ich in turn ensure that the higher layer would perform as good or better than lower layer 

and not worse, and highly increases the levels of performance, the following figure shows 

how ResNet improves performance when it comes the error, the networks are 18 and 34 



Chapter 2                                                     Deep Learning 2021 
 

Page 42 
 
 

The architecture of ResNet is a 34 layer residual network, it is based off a 34 layer plain 

network in which skip connections are added, it has been inspired by VGG-19 architecture, 

the figure next illustrates the architecture. 

7. Transfer Learning 

When building a system that cannot learn incrementally, in other words, it doesn’t update 

itself on change in data, we could use transfer learning. Basically, we need to give the 

system all the data it needs for training and testing. For example, we are building a 

fingerprint recognition system, we get a full database of fingerprints, all these fingerprints 

are already classed, we use this database to train our system on fingerprint recognition, once 

the training process it’s done, we launch the system with a new database. Using large 

amounts of data during the training process would take very long periods of time, so this 

type of training is always done offline, so we are simply teaching the machine through 

giving it corrected examples, it’s like learning how to solve math problems by looking at 

corrected exercises. 

8. Palmprint  Recognition using Deep Learning 

There are multiple ways to build a palmprint recognition system, deep learning of course, 

offers the most reliable methods; possible one of the best is using convolutional neural 

networks to build the system. 

The training process of a palmprint recognition system is usually done using transfer 

learning, there are multiple public palmprint databases available which can be used to apply 

this type of training such as: 

• CASIA Palmprint database. 

 A good choice of convolutional neural network to use in the process is AlexNet, the 

pre-trained neural network has 1000 classes, so it can be used to classify a good number 

palmprints, for example the CASIA database has over 5,500 palmprint images that belong to 

620 individuals, each individual is treated as a class in the neural network. We will further 

explain the protocols used to train our palmprint recognition system in the next chapter. 
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Figure. 2.25: ResNet Archi

9. Conclusion 

Throughout this chapter, we explained the basic notions of Machine Learning and it’s types, 

then we went through Deep Learning and thoroughly explained it’s main algorithms, while 

focusing on the supervised learning of neural networks with their different types, we also 

displayed important convolutional neural networks AlexNet and ResNet, then we briefly 
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Figure. 2.25: ResNet Architecture [4]. 

out this chapter, we explained the basic notions of Machine Learning and it’s types, 

Deep Learning and thoroughly explained it’s main algorithms, while 

focusing on the supervised learning of neural networks with their different types, we also 

displayed important convolutional neural networks AlexNet and ResNet, then we briefly 
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out this chapter, we explained the basic notions of Machine Learning and it’s types, 

Deep Learning and thoroughly explained it’s main algorithms, while 

focusing on the supervised learning of neural networks with their different types, we also 

displayed important convolutional neural networks AlexNet and ResNet, then we briefly 
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explained transfer learning, and finally we reviewed palmprint recognition with the use of 

deep learning, highlighting the importance of this programming technique. 
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1. Introduction 

There are multiple ways to build a palmprint recognition system, each method has it’s pros 

and cons, from its speed and accuracy of response, to it

learning to build such a system is a very robust one, as it offers a lot of choices to ensure 

high performance in image recognition due to it

In this chapter, we are going to use deep learning to bu

we would employ transfer learning, and a pre

while training on two different data

2. Palmprint Databases 

There are multiple public palmprint databases that are usable for 

offers a certain type of image from low to high resolution, and from 2D to multi

images, along with the image sizes and the amount of samples, examples of these databases 

are the CASIA palmprint database along with Poly

databases.  

3. Evaluation Protocol 

The protocol used in this research bases on the use of a pre

basically use the same architecture but with a different number of classes according to the 

database in use; AlexNet has 1000 classes while CASIA and PolyU databases have 620 and 

400 classes respectively. Our new network is named EarNet.

 

Figure. 3.1: The 
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There are multiple ways to build a palmprint recognition system, each method has it’s pros 

s speed and accuracy of response, to its cost effectiveness. Using machine 

learning to build such a system is a very robust one, as it offers a lot of choices to ensure 

high performance in image recognition due to its advanced algorithms. 

In this chapter, we are going to use deep learning to build a palmprint recognition system, 

we would employ transfer learning, and a pre-trained version of AlexNet in the process 

while training on two different data-sets. 

There are multiple public palmprint databases that are usable for transfer learning, each one 

offers a certain type of image from low to high resolution, and from 2D to multi

images, along with the image sizes and the amount of samples, examples of these databases 

are the CASIA palmprint database along with PolyU 2D+3D and PolyU multi

The protocol used in this research bases on the use of a pre-trained version of AlexNet. We 

basically use the same architecture but with a different number of classes according to the 

abase in use; AlexNet has 1000 classes while CASIA and PolyU databases have 620 and 

400 classes respectively. Our new network is named EarNet. 

Figure. 3.1: The architecture of Alexnet [2]. 
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There are multiple ways to build a palmprint recognition system, each method has it’s pros 

cost effectiveness. Using machine 

learning to build such a system is a very robust one, as it offers a lot of choices to ensure 

 

ild a palmprint recognition system, 

trained version of AlexNet in the process 

transfer learning, each one 

offers a certain type of image from low to high resolution, and from 2D to multi-spectral 

images, along with the image sizes and the amount of samples, examples of these databases 

U 2D+3D and PolyU multi-spectral 

trained version of AlexNet. We 

basically use the same architecture but with a different number of classes according to the 

abase in use; AlexNet has 1000 classes while CASIA and PolyU databases have 620 and 



Chapter 3                   

 

 

The input images provided by the two databases were adjusted to 

the size of all inputs was changed to 227x227x3. As for the amount of training data we 

followed two approaches : 

• With the CASIA database we divided our data set into two, a part for training and the 

other for testing; we did mult

• With the PolyU2D database, we used it’s first session to train the network, then we 

used the second session of the database to test it.

The following section provides more information about the datab

samples to the type of the images, to the results of the different experiments done on both. 

The machine used in these experiments has an i3

RAM, while using MATLAB 2019b on  Windows 10 64bit.

3.1. CASIA Database 

This database offers 5,501 palmprint images divided into 620 classes, the images has been 

taken from both left and right hands of 312 individuals, all the image are 8bit gray

128x128 JPEG files, these palmprint images are used to 

recognition system. 

Figure. 3.1: Six Images From The Database [1].

3.1.1. Results And Discussion

In this training process we used an i3

bits, while using MATLAB 2019b, we also used 

training and 20% for testing), according to the results we made the following graph;the final 

identification rate of the network is
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The input images provided by the two databases were adjusted to fit the network as well, so 

the size of all inputs was changed to 227x227x3. As for the amount of training data we 

With the CASIA database we divided our data set into two, a part for training and the 

other for testing; we did multiple experiments, changing the division ratio each time.

With the PolyU2D database, we used it’s first session to train the network, then we 

used the second session of the database to test it. 

following section provides more information about the databases, from the amount of 

samples to the type of the images, to the results of the different experiments done on both. 

The machine used in these experiments has an i3-7100 3.90GHz processor with 16GB of 

RAM, while using MATLAB 2019b on  Windows 10 64bit. 

This database offers 5,501 palmprint images divided into 620 classes, the images has been 

taken from both left and right hands of 312 individuals, all the image are 8bit gray

128x128 JPEG files, these palmprint images are used to train a contactless palmprint 

Figure. 3.1: Six Images From The Database [1]. 

.1.1. Results And Discussion 

In this training process we used an i3-7100 3.90GHz with 16GB of RAM, Windows 10 64

, while using MATLAB 2019b, we also used a training ratio of 8:2 (80% of the data for 

training and 20% for testing), according to the results we made the following graph;the final 

rate of the network is97.44%. 
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fit the network as well, so 

the size of all inputs was changed to 227x227x3. As for the amount of training data we 

With the CASIA database we divided our data set into two, a part for training and the 

iple experiments, changing the division ratio each time. 

With the PolyU2D database, we used it’s first session to train the network, then we 

ases, from the amount of 

samples to the type of the images, to the results of the different experiments done on both. 

7100 3.90GHz processor with 16GB of 

This database offers 5,501 palmprint images divided into 620 classes, the images has been 

taken from both left and right hands of 312 individuals, all the image are 8bit gray-level 

train a contactless palmprint 

7100 3.90GHz with 16GB of RAM, Windows 10 64 

a training ratio of 8:2 (80% of the data for 

training and 20% for testing), according to the results we made the following graph;the final 
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 Figure. 3.2: Training Accuracy (%) With 8:2 Ratio On CASIA. 

As was expected, the system took nearly 2 hours to train and test, which is a fairly long 

amount of time, it converged slowly but it reached a 100% accuracy at the 29th epoch, and 

it’s mini-batch loss was pretty low at 0.0494. 

                                         Figure. 3.3: Training loss with 8:2 Ratio on CASIA database. 
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Using the same machine as before, we did two more experiments, we changed the training 

ratio  from 8:2 used in the first one, to 7:3 and 5:5 respectively, increasing the amount of the 

data used for testing and reducing the training amount, the following graphs displays the 

results, also the second experiment returned an identification rate of 97.87% while the third 

returned 96.09%. 

Figure. 3.4: Training Accuracy For All Three Experiments On CASIA. 
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Figure. 3.5: Training Loss For All Three Experiments On CASIA. 

Both experiments took a shorter period of time to finish training than the first one did, they 

also did less iterations, the final accuracy result is the same for all experiments at 97.66%, 

however the mini-batch loss is different, turns out the first one had the lowest loss rate at 

0.0494 while the third experiment, which is the one with the lowest amount of training data 

had the highest loss rate at 0.0974, so in the end, reducing the amount of data set for training 

would reduce the training time but would degrade the performance of the system as a whole.  

3.1.2. Comparative Study 

Benjoudi et al. [4] used the CASIA database with a different protocol, the results of their 

comparative study are in the following table. 

Methods Nbr classes Training Test Descriptors IR(%) 

[5] 310 First 5 images Remaining Texture pattern 96.52 

[6] 620 First 4 images  LLDP_GABOR 
ResNet50 

93.00 
95.03 

[7] 620 First 5 images  Principal lines 
Texture patterns 

Intramodal 

92.98 
96.00 
98.00 

[4] 620 First 4 images  BSIF_26 98.18 

[4] 620 First 4 images  BSIF_26 99.34 

Table. 3.1: Comparative results showing recognition rate of the proposed schemes and recently proposed 

methods on CASIA database [4]. 
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Our experiments with the CASIA database has returned good results as well, the best  

identification rate acquired from our study was 

training ratio, when put along with the rest of the methods in table. 3.1 it ran

highest identification rate. 

3.2. PolyU2DDatabase 

This database contains nearly8000 palmprint images taken from 

into two sessions, each session has 3889 images, the images are 8bit 

135x135. This database is used to train palmprint recognition systems that scan using 

contact. 

Figure. 3.7: Images From PolyU2D Database [3].

3.2.1. Results And Discussion

We used the first session of the database as a training set, and the training process took 

than an hour (01:14:57); after the training process was done, loaded the second session and 

used it to test EarNet, and the result of the testing was a 

is much higher than the rates acquired when using the CASIA dat

graphs show the development of the mini

process. 
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Our experiments with the CASIA database has returned good results as well, the best  

identification rate acquired from our study was 97.87%, it was acquired when using the 7:3 

training ratio, when put along with the rest of the methods in table. 3.1 it ran

This database contains nearly8000 palmprint images taken from 386 different palms divided 

into two sessions, each session has 3889 images, the images are 8bit gray

This database is used to train palmprint recognition systems that scan using 

Figure. 3.7: Images From PolyU2D Database [3]. 

.2.1. Results And Discussion 

We used the first session of the database as a training set, and the training process took 

than an hour (01:14:57); after the training process was done, loaded the second session and 

used it to test EarNet, and the result of the testing was a identification rate of 

is much higher than the rates acquired when using the CASIA database. The following 

graphs show the development of the mini-batch accuracy and loss throughout the training 
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Our experiments with the CASIA database has returned good results as well, the best  

, it was acquired when using the 7:3 

training ratio, when put along with the rest of the methods in table. 3.1 it ranks third as the 

different palms divided 

gray-level images of 

This database is used to train palmprint recognition systems that scan using 

We used the first session of the database as a training set, and the training process took more 

than an hour (01:14:57); after the training process was done, loaded the second session and 

rate of 99.97% which 

abase. The following 

batch accuracy and loss throughout the training 
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Figure. 3.6: Training Accuracy (%) For PolyU2D database. 

Figure. 3.7: Training Loss For PolyU2D database. 

From this experiment we can see that our network gave great results with the PolyU2D 

database, the mini-batch loss was very low at only0.0088. 

3.2.2. Comparative Study 

Benjoudi et al. [4] also used the PolyU2D database, the following table shows the results of 

their comparative study. 
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Methods Nbr classes Protocol N or K Descriptors IR(%) 

[5] 386 F N=5 Texture pattern+ 
principle lines 

shape 

 
96.99 

[8] 386 G K=2 RDF 99.69 

[9] 374 C N=3 DOC (nθ=12) 99.74 

[10] 386 B N=3 LLDPG/9216 
LLDPM/9216 

100 
100 

[11] 386 E N=4 LDDBP 99.96 

[4] 386 C 
B 

N=3 BSIF_26/L=5 
BSIF_26/L=5 

100 
100 

[4] 386 C 
B 

N=3 BSIF_26/L=5 
BSIF_26/L=5 

100 
100 

Table. 3.2: Comparative results showing identification rate of the proposed schemes and recently proposed 

methods on PolyU2D database [4]. 

The results of our experiment come out good enough compared to the other results, the 

identification rate we got of 99.97% proves the quality of our study. 

4. Conclusion 

In this chapter, we employed the transfer learning technique using the pre-trained 

convolutional neural network AlexNet to build a system capable of recognizing palmprints. 

We also made use of two different databases, CASIA and PolyU, and we did comparative 

studies for each database. 
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 Throughout this research, we went around the different aspects of biometry, identity 

verification, machine learning and deep learning to build a biometric system that works 

using palmprint recognition. Biometry has proven to be quite the important science, it has a 

lot of applications in multiple fields, it has developed exponentially over the last decade, 

and it can only grow more in the future. Palmprint recognition is very useful way to verify 

identities, the accessibility of the modality and its overall robustness makes biometric 

systems based on it greatly reliable. The state of development that neural networks has 

reached since their first emergence during the late 20th century has provided solutions to 

many complicated mathematical problems, and has allowed us to build a robust palmprint 

recognition system, the application of transfer learning using the pre-trained CNN AlexNet 

has led to a system that accurately recognizes palmprints. Overall though, the system can 

still be developed to get better results. 

 
  


