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RÉSUMÉ

Le travail présenté dans cette thèse de doctorat vise à développer un système de vidéosurveillance

distribué à grande échelle pour suivre les objets suspects et analyser leur comportement dans un

environnement IoT. À ce jour, les systèmes de vidéosurveillance restent confrontés au problème

des données inutiles et redondantes causées par la détection multiple des mêmes événements par

plusieurs caméras en raison du chevauchement des champs de vision. Ces problèmes affectent

non seulement l’augmentation des ressources de traitement, de stockage et de communication

consommées, mais aussi la qualité du suivi, la qualité de l’analyse comportementale des objets

suivis et le fonctionnement en temps réel du système. Ces effets sont particulièrement exac-

erbés par les déploiements denses de réseaux de caméras à grande échelle. Pour résoudre ces

problèmes, nous avons proposé un nouveau système de suivi distribué et collaboratif. Ce système

vise à améliorer la qualité de la surveillance et à réduire le coût du traitement des données en

réduisant le nombre de caméras actives et en réduisant les données communicantes. Le système

proposé fonctionne en deux étapes : (i) Élection d’un chef qui a la meilleure vision de l’objet

détecté parmi les caméras voisines. (ii) Sélection des meilleurs assistants des caméras voisines

pour maximiser la détection lorsque la vision du chef est insuffisante pour suivre l’objet. Seul le

chef et ses assistants sont actifs. Les autres caméras voisines restent inactives. Pour améliorer

le traitement des données en temps réel, la charge du système est répartie sur l’architecture de

l’IoVT. Nous avons proposé deux méthodes de regroupement des caméras basées sur le critère

de la surface de chevauchement du champ de vision plutôt que sur le critère de la radio et de la

distance afin de réduire la complexité du mécanisme de coordination, d’assurer la faisabilité de

leur fonctionnement dans des réseaux à grande échelle et de limiter la plage de communication

entre les caméras. La première technique proposée est basée sur l’algorithme de classification

hiérarchique ascendante. Cette méthode se concentre principalement de regrouper les caméras

qui ont un chevauchement maximal. Malheureusement, la méthode ne dispose que de connais-

sances partielles sur le réseau et son état, c’est-à-dire qu’elle ne connâıt que le chevauchement

maximum. Les autres chevauchements ne sont pas pris en compte et sont complètement négligés.

Pour surmonter cette limite, nous avons proposé une deuxième technique de regroupement qui

iv



Résumé v

permet de regrouper non seulement les deux caméras qui se chevauchent le plus, mais aussi

toutes les caméras qui se chevauchent avec le plus grand nombre de caméras possible. Pour

trouver ce groupe, nous avons utilisé l’algorithme de recherche basé sur la Clique de Bron-

karboch. Nous avons également proposé un nouveau mécanisme d’indexation efficace basé sur

la structure arborescente. Le mécanisme proposé vise à indexer les données massives générées

par le réseau de caméras à grande échelle afin de les organiser intelligemment pour réduire

au maximum le temps de recherche et assurer le fonctionnement du système en temps réel.

Cette structure est basée sur le partitionnement récursif de données à l’aide de l’algorithme de

regroupement k-means pour séparer efficacement les données en sous-groupe bien séparé afin

d’améliorer les résultats des algorithmes de recherche et de découverte. Les résultats obtenus

démontrent l’efficacité des méthodes proposées en termes de qualité du suivi, de quantité de

données sur le réseau, de consommation d’énergie et de fonctionnement en temps réel par rap-

port au système conventionnel.

Mots-clés : Internet des Objets Vidéo, Cloud-Fog Computing, Système de Vidéo Surveillance

Distribuée, Suivi d’Objets, Intelligence Artificielle, Gestion et Indexation de Données.

Ala-Eddine BENRAZEK Ph.D. Dissertation



ABSTRACT

The work presented in this Ph.D. thesis focuses on developing a large-scale distributed video

surveillance system for tracking suspicious moving objects and analysing their behaviour in an

IoT environment. To date, video surveillance systems still face the problem of unnecessary and

redundant data caused by multiple detections of the same events by several cameras due to

overlapping fields of view. These problems affect not only the increase in processing, storage,

and communication resources consumed but also the quality of the tracking, the quality of the

behavioural analysis of the tracked objects, and the real-time operation of the system. These

effects are particularly exacerbated by dense deployments of large-scale camera networks. To

address these issues, we proposed a new distributed and collaborative tracking system. This

system aims to improve the quality of monitoring and reduce the cost of data processing by

reducing the number of active cameras and reducing communicating data. The proposed system

operates in two steps: (i) Electing a leader who has the best view of the detected object among

the neighbouring cameras. (ii) Choosing the best assistants from neighbouring cameras to

maximise detection when the leader’s vision is insufficient to track the object. Only the leader

and their assistants are active. The other neighbouring cameras remain in an inactive state.

To improve real-time data processing, the system’s load is distributed throughout the IoVT

computing architecture. We proposed two methods of grouping cameras based on the FoV

overlap area criterion instead of the radio and distance criterion to reduce the coordination

mechanism’s complexity, ensure the feasibility of their operation in large-scale networks, and

restrict the communication range between cameras. The first proposed technique is based on

the ascending hierarchical classification algorithm. This method mainly focuses on grouping

cameras that have maximum overlap. Unfortunately, the method has only partial knowledge

about the network and its state, i.e., it only knows the maximum overlap. The other overlaps

are not taken into account and are completely neglected. To exceed this limit, we proposed

a second grouping technique that groups not only the two most overlapping cameras but also

all overlapping cameras with as many cameras as possible. To find this group, we used the

Bron-karboch Clique-based search algorithm. We also proposed a new and efficient indexing

vi



Abstract vii

mechanism based on the tree structure. The proposed mechanism aims to index the massive

data generated by large-scale cameras network to organise it appropriately to reduce the search

time as much as possible to ensure real-time system operation. This structure is based on

recursive partitioning of space using the k-means clustering algorithm to effectively separate

space into non-overlapping subspace to improve search and discovery algorithm results. The

results obtained demonstrate the effectiveness of the proposed methods in terms of tracking

quality, amount of network data, energy consumption and real-time operation compared to the

conventional system.

Key-words: Internet of Video Things, Cloud-Fog Computing, Distributed Video Surveillance

System, Object Tracking, Artificial Intelligence, Data Management and Indexing.

Ala-Eddine BENRAZEK Ph.D. Dissertation
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INTRODUCTION

General context and issues

The closed-circuit television (CCTV) or video surveillance systems that have become part of
the building infrastructure play a vital role in our lives due to their immense benefits in im-
proving our community’s safety. The task of monitoring, tracking, and observing numerous
moving targets distributed around a large-scale environment (e.g., airport terminals, railway
and subway stations, bus depots, shopping malls, school campuses, military bases, etc.) is the
main focus of the surveillance problem. Conventional surveillance systems consist of a large
number of cameras placed in a large-scale surveillance area connected to a centralised based
station. Unfortunately, manually controlling all cameras to find interest targets by qualified
human operators is very difficult, especially as the number of cameras increases, making this
mission almost impossible. To address these issues, two particular aspects of artificial intelli-
gence have appeared. The first is the development of computer vision algorithms. This latter
can process large amounts of visual data and offer human-like input on the scene under surveil-
lance’s evolution. Consequently, traditional surveillance systems have been replaced by modern,
more innovative surveillance systems known as Intelligent Video Surveillance Systems (IVSS).
Artificial intelligence, pattern recognition, and computer vision technology have given IVSS sys-
tems the ability to automatically recognise irregular behaviours and patterns in a video. The
second aspect is advancing in distributed computing and distributed intelligence. These latter
allow cameras to be treated as distinct entities, capable of adapting to the evolution of the scene
and the complexity of the communication network, reducing the bandwidth of information and
deriving a better interpretation of people’s dynamics and objects moving in the scene. Sadly,
the cameras are autonomous; operate without any knowledge of these neighbours’ distribution
or functioning because of the absence of communication and coordination between them. This
absence leads to loss of useful information and redundant event detection, which means that
more redundant multimedia data is generated and, therefore, more computing power, more
storage space, and more bandwidth to process, store and transmit it.

In the last few years, new strategies have focused on the Internet of Things (IoT) and their
modern paradigms (cloud computing, fog computing, mist computing, etc.). This new concept,
which designates the interconnection of a set of objects via an Internet network, has made it
possible to retrieve information of very great importance at the semantic level, which was a task
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for human operators until now. Together with a modern computing paradigm of IoT, smart
cameras formed the next generation of video surveillance systems called the ”Internet of Video
Thing or IoVT”. IoVT is a part of the IoT capable of efficiently processing large volumes of
data, such as images and videos. The interconnection of surveillance cameras allows a constant
and unlimited exchange of relevant information on the nature of objects and their behaviour in
an environment that is no longer limited by the field of vision of a camera. However, this large
amount of information managed by the camera network has made the old techniques quickly
obsolete in the face of new challenges. A new mechanism capable of managing a set of cameras
coupled with the IoVT concept to detect, recognise, track, and interpret objects’ behaviour
is necessary to overcome these emerging problems. Therefore, efficient collaboration and data
management mechanism is needed to control and coordinate these cameras in real-time, which
is the main focus of this thesis.

Objectives

This thesis will design a novel and efficient, intelligent video surveillance system that effectively
leverages the IoVT infrastructure to track objects in real-time. The long-term objective of this
system is to address the following central problem:

“How to coordinate a multi-smart camera network to track a set of mov-
ing targets with minimal cost, high tracking quality, and in real-time?”

Tracking a set of targets in real-time, with minimal cost and high quality, is indispensable in
large-scale video surveillance. Coordinating multi-cameras to tracking these targets with these
constraints is challenging and non-trivial. This is mainly due to the following practical questions:

v The trade-off between maximising the quality of target tracking and minimising the number
of active cameras: The increase in the number of active cameras for target tracking
may increase the quality of this mission’s results. Still, it is necessary to consider the
redundancy of the captured data, which negatively influences real-time operation and
increases the system’s necessary resources. Reducing active cameras can reduce the data
generated, therefore reducing resources and decreasing the quality of the tracking targets.
Consequently, it is necessary to address this trade-off.

v Scalable communication: Collaborating between cameras to track targets is an effective
way to improve system efficiency. Despite their benefits, the latter’s complexity makes
developing a coordination mechanism intricate, especially in large-scale multi-camera net-
works. Also, excessive communication is needed, which increases significantly as the
number of cameras increases, necessitating a wide bandwidth and increased energy con-
sumption. Therefore, the coordination framework needs to be scalable depending on the
communication overload between the cameras.

v Flexible and robust infrastructure: The development of a decentralised video surveillance
system is required after the conventional central system’s failure. For this purpose, we need
a flexible and robust infrastructure to support a large-scale distributed video surveillance
system.

v Real-time performance: These smart cameras’ control decisions should be taken efficiently,
effectively, and in real-time. The management of smart cameras’ information to detect
and track moving objects is necessary to accomplish these objectives.
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As a result, the smart camera network’s coordination and collaboration to track targets is an
intricate problem requiring many studies.

Scientific Contributions

In this PhD thesis, several contributions are made to achieve the desired system. The major
contribution can be summarised as follows:

- First contribution: Our review of the literature found that video surveillance systems
use several IoVT computing paradigms. These various paradigms are used based on the
needs of the system’s tasks. Consequently, we have proposed a new classification for video
surveillance systems according to the paradigm(s) used.

- Second contribution: Our literature review on data indexing techniques has led us to
propose a new taxonomy of existing indexing mechanisms and their related structures,
through which we qualitatively compare the associated works.

- Third contribution: We have introduced a new distributed architecture based on the
IoVT computing paradigm to improve real-time object tracking quality in a video surveil-
lance system. The proposed architecture consists of five layers: Visual sensors layer, Mist
layer, Fog layer, Cloud layer, and Application layer. Each layer has specific tasks among
the tasks of real-time tracking of moving objects. These tasks are assigned according
to the task requirements and the resources available in the layer nodes. For example,
time-sensitive data is executed at the Mist layer, or in the worst case, at the Fog layer if
there is insufficient Mist capacity to perform the task. On the other hand, data analysis
is assigned at the Cloud level because it requires many computing and storage resources.

- Fourth contribution: We have proposed two mechanisms for grouping cameras based
on the FoV overlap surface criterion instead of the radio or distance criterion between
cameras. The first approach uses the ascending hierarchical classification algorithm, while
the second uses the Bron-karboch Clique-based search algorithm. Our approaches aim
to create highly overlapping groups of cameras to restrict communication and coordina-
tion only at the group level and not for all system cameras. The idea is that if the area
of FoV overlap between the cameras is relatively large, the cameras will act similarly in
terms of coverage. Therefore, we will group them into a single group. Our approaches
can significantly simplify the coordination process, help to avoid redundant event detec-
tion between overlapping cameras, and ensure system operation in large-scale networks.
Consequently, they play a vital role in conserving energy and enhancing the network’s
lifetime by enabling collaboration capabilities between the group’s cameras and avoiding
redundant detection and processing.

- Fifth contribution: We have proposed a new distributed and collaborative tracking
system based on the modern computing paradigm of IoVT. The system’s primary purpose
is to increase network life, reduce processing costs, decrease communication data, and
improve tracking quality. The proposed system operates in two steps: (i) Electing a
leader among a set of cameras grouped according to the overlap degree of their FoVs.
(ii) Choosing the best assistants from neighbouring cameras maximises detection when
the leader’s vision is insufficient to track the object. Only the leader and their assistants
are active. The other neighbouring cameras remain in an inactive state. To improve
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real-time data processing, the system’s load is distributed throughout the modern IoVT
infrastructure.

- Sixth contribution: We have proposed a new data management mechanism based on
the indexing technique for our video surveillance system in particular and IoT data in
general. This proposal aims to improve objects’ search and discovery strategy quality to
re-identify them during the tracking. The proposed index structure called Binary tree
based on Containers at Cloud-Fog computing level (BCCF-tree). BCCF-tree structure
benefits the emerging IoVT computing paradigms, representing the most powerful real-
time processing capacity provided by Fog computing due to its proximity to sensors and
the largest storage capacity provided by Cloud computing.

Thesis Roadmap

This thesis is structured in two main parts. The first part is divided into three state-of-the-art
chapters, while the second part is composed of two contribution chapters. The thesis concludes
with a general conclusion.

v Part I: Backgrounds, Preliminaries and Basic Concepts

o Chapter 01: “Evolution of Modern Computing Paradigms in the Internet of Things”

This chapter reviews the technologies, relevant concepts, and definitions of the vari-
ous modern computing paradigms emerging in the IoT. First, we review the Internet
of Things (IoT) technology, its operating principles, and some current and future
applications. Next, we introduce Cloud and Fog computing, as well as the related
terminology. These paradigms are studied and analysed in depth. We identify their
functional principles and highlight points of similarities and differences.

o Chapter 02: “Intelligent Video Surveillance Systems -IVSS-”

This chapter covers the current state of video surveillance and its development. It
presents the most essential video surveillance system evolution. Following that, it
presents the different components of a video surveillance system and the various im-
age processing techniques used. It provides various classifications and potential issues
of the video surveillance system. Next, it explains why video surveillance systems
should use collaborative intelligence and a shared distributed framework. The chap-
ter ends with a presentation of a peek into the future of intelligent video surveillance
systems.

o Chapter 03: “Indexing Data Techniques”

This chapter presents the data produced by the IoT and video surveillance systems
working as a main data source. First, it presents the data management process’s
overall cycle. Then, it concentrates on the management and indexing of massive
data in the field of IoT. The required elements for understanding data indexing and
searching in metric spaces as a data abstraction space are presented. In the end, it
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presents a comprehensive review of current indexing strategies in the literature.

v Part II: Proposed Collaborative Video Surveillance System for Suspicious
Behaviour Analysis

o Chapter 04: “Distributed Collaborative Multi-Cameras for Tracking Moving Objects
based on Internet of Video Things -IoVT- Paradigms”

This chapter will describe the proposed architecture of a video surveillance system
based on the IoVT paradigm. Then, it presents our proposed multi-camera grouping
techniques and their results. Ultimately, it presents the proposed distributed and
collaborative tracking system.

o Chapter 05 “An Efficient Indexing for Massive Video Surveillance Data based on In-
ternet of Video Things -IoVT- Paradigms”

This chapter presents our architecture for the presented IoVT data indexing sys-
tem. After that, it explains in detail the proposed index structure. Then show the
evaluation of the proposed structure on several real datasets with the results.
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1.1 Introduction

Today, it is very difficult to neglect the impact of technology on our world. After the World
Wide Web or the Web in the 1990s, we are moving towards the potentially most “confusing”
phase of the Internet revolution, namely the “Internet of Things” or “IoT”. The IoT establishes
a link between real and virtual objects, allowing connectivity anytime, anywhere, for anything
and not just anyone. This has created a new world in which physical objects and beings and
data and virtual environments interact with each other in the same place and at the same time
[363]. Connected objects or devices have existed in one form or another since introducing the
first computer networks. However, the idea of a globally connected planet began to take shape
only when the Internet emerged.

The rapid development of IoT technologies has led to the emergence of stringent requirements,
including data storage, data analysis, data exchange between devices, security and privacy, and
unified and ubiquitous access. As a solution to these requirements, “Cloud computing” has
emerged as a cost-effective alternative to owning reliable computing resources without own-
ing any infrastructure. Cloud computing is a metaphor for the Internet [163]. It is a parallel
and distributed system consisting of interconnected computers (physical and virtual) as a uni-
fied computing resource that provides data transmission, storage, and computing services to
consumers on-demand and pay-per-use business model to reduce costs and improve profits.

Buyya and Dastjerdi [79], in their book ”Internet of Things”, estimate that around one trillion
devices (such as mobile phones, tablets, sensors, motors, relays, and actuators) will be connected
to the network by 2025. Moreover, the amount of data generated by these devices is expected
to reach about 163 Zettabytes [118], leading to a “data tsunami” [169]. Transferring all this
data for processing in the cloud will consume many bandwidth resources, and storage [295] will
have a very high operating cost and increase the overall delay of data processing [338]. For
this reason, “Fog computing” is introduced to improve load balancing in the cloud by allowing
processing to be done locally [111]. Fog computing focuses on bringing intelligence, processing,
and data storage closer to the edge of the network to resolve the limits of cloud computing by
reducing the Internet latency, conserving the network bandwidth, enhancing the operational
efficiency, speeding up the real-time processing, and storing of sensitive data close to where the
data are generated [265].

This chapter reviews the technologies, relevant concepts, and definitions of the different modern
computing paradigms emerging in IoT. First of all, in section 1.2, we will explain in detail the
IoT technology, the principle of its use and especially the impact it will have on our way of life.

Ala-Eddine BENRAZEK Ph.D. Dissertation



Chapter 1. Evolution of Modern Computing Paradigms in the IoT 9

We will therefore present some existing and possible applications of IoT. Next, in section 1.3,
we will present the cloud computing technology. In section 1.4, we will introduce the concept
of fog computing, distinguish related terms and show the differences and similarities between
them.

1.2 Internet of Things (IoT)

1.2.1 Origin and development of the concept of the IoT

After Tim Berners-Lee launched the WWW in 1991, a whole new world emerged thanks to Kevin
Ashton and David L. Brock of the Auto-ID Lab at the Massachusetts Institute of Technology
(MIT) coined the term Internet of Things in 1999. In [35], Ashton described his vision in which
computers would collect data without human assistance and transform it into useful information.
This would be made possible by sensors and Radio Frequency IDentification (RFID) that allow
computers to observe, identify and understand the world.

”I could be wrong, but I’m fairly sure the phrase ”Internet of Things” started life as the title
of a presentation I made at Procter & Gamble (P&G) in 1999.”
”The Internet of Things has the potential to change the world, just as the Internet did.
Maybe even more so.”

Kevin Ashton, 2009

Later that year, Neil Gershenfeld published his book on Thinking Objects, where he sees
WWW’s evolution as a real explosion where objects start using the Internet so that people
don’t need them [153].

”in retrospect looks like the rapid growth of the World Wide Web may have been just the
trigger charge that is not setting off the real explosion, as things start to use the Net.”

Neil Gershenfeld, 1999

Simultaneously, the concept of ”Ubiquitous Computing” was introduced by Mark Weiser in
[457]. He developed a fundamental vision of future technological ubiquity, in which increasing
“availability” of processing power would be accompanied by decreasing “visibility”. As he
explained, “The most profound technologies are those that disappear. They weave themselves
into the fabric of everyday life until they are indistinguishable from it”.

”Ubiquitous computing is roughly the opposite of virtual reality, where virtual reality puts
people inside a computer- generated world, ubiquitous computing forces the computer to live
out here in the world with people.”

Mark Weiser, 1998-1999

In the late 1990s, the number of hosts exceeded 2 million, while the number of sites reached 4
million [351]. At that period, the Institute of Electrical and Electronics Engineers (IEEE) pub-
lished the 802.11b (Wi-Fi) standard, with a transmission speed of 11 Mbits/s. This technology
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was the starting point for Wireless Sensor Networks (WSN) due to the large number of small
distributed devices that can detect, record, and communicate physical data wirelessly [178].

At the beginning of the XXIst century, the IoT reached another level when the International
Telecommunication Union (ITU) published its first report on the IoT, which considers it a first
contribution to the definition and understanding of the IoT. This report envisions devices and
all types of objects becoming active users of the Internet on humans’ behalf. The connection
of inanimate objects and things1 to communication networks, in addition to the deployment of
higher-speed mobile networks offering permanent connectivity, would make it possible to realise
the vision of a truly ubiquitous network, “anytime, anywhere, by anyone and anything” [195].

”A new dimension has been added to the world of information and communication
technologies (ICTs): from anytime, any place connectivity for anyone, we will now have
connectivity for anything. Connections will multiply and create an entirely new dynamic
network of networks – an Internet of Things.”

UIT, 2005

Three years later, for the first time, a group of 50 companies launched the Internet Protocol for
Smart Objects (IPSO) Alliance to promote the use of the Internet Protocol (IP) in intelligent
object networks and enable the IoT.

In 2008, the number of devices connected to the Internet surpassed the world’s population for the
first time. These two years (2008-2009), according to Dave Evans, Cisco Futuristic Leader and
Chief Technologist for Cisco IBSG, are the birth years of the IoT, where objects are connected
to the Internet as people [135].

”..., Cisco IBSG estimates IoT was “born” sometime between 2008 and 2009 ...”

Dave Evans, 2011

1.2.2 IoT definition

Since the birth of IoT, several international organisations and research centres have participated
in creating common standards for IoT. Establishing a common definition of IoT was one of the
first steps in their process. The IoT has many definitions over this long history, but there is no
standard, unified definition so far. For this reason, we have cited some of the most frequently
cited definitions in the literature.

The meaning of IoT and the consequences of its deployment in our environments, according to
Kevin Ashton, are as follows:

”If we had computers that knew everything there was to know about things—using data they
gathered without any help from us—we would be able to track and count everything, and greatly
reduce waste, loss and cost. We would know when things needed replacing, repairing or recalling,
and whether they were fresh or past their best. We need to empower computers with their own

1In this thesis, the two terms, “objects” and “things”, are used identically. Other terms frequently used by
the research community are “intelligent objects”, “devices”, “nodes”.
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means of gathering information, so they can see, hear and smell the world for themselves.”
(Kevin Ashton, [35])

In 2015, Study Group 20 (SG-20) was created due to the 10-year experience after the first ITU
report on IoT in 2005. SG-20 defines IoT as:

”A global infrastructure for the information society, enabling advanced services by interconnect-
ing (physical and virtual) things based on existing and evolving interoperable information and
communication technologies.” (SG-20, [476])

The Coordination and Support Action for Global RFID-related Activities and Standardisation
(CASAGRAS) defined IoT in its final report as:

”A global network infrastructure, linking physical and virtual objects through the exploitation of
data capture and communication capabilities. This infrastructure includes existing and evolv-
ing Internet and network developments. It will offer specific object-identification, sensor and
connection capability as the basis for the development of independent cooperative services and
applications. These will be characterised by a high degree of autonomous data capture, event
transfer, network connectivity and interoperability.” (CASAGRAS, [83])

IEEE-IoT has published a document with an overview of IoT applications and a proposed
definition. The document presents two definitions of IoT and are as follows:

”An IoT is a network that connects uniquely identifiable ‘Things’ to the Internet. The ‘Things’
have sensing/actuation and potential programmability capabilities. Through the exploitation of
unique identification and sensing, information about the ‘Thing’ can be collected and the state
of the ‘Thing’ can be changed from anywhere, anytime, by anything.” (IEEE-IoT, [190])

The following definition refers to large-scale scenarios:

”Internet of Things envisions a self-configuring, adaptive, complex network that interconnects
‘things’ to the Internet through the use of standard communication protocols. The interconnected
things have physical or virtual representation in the digital world, sensing/actuation capability, a
programmability feature and are uniquely identifiable. The representation contains information
including the thing’s identity, status, location or any other business, social or privately rele-
vant information. The things offer services, with or without human intervention, through the
exploitation of unique identification, data capture and communication, and actuation capability.
The service is exploited through the use of intelligent interfaces and is made available anywhere,
anytime, and for anything taking security into consideration.” (IEEE-IoT, [190])

There are other definitions proposed in the literature by other authors in various research papers
concerning research centres and laboratories. A major contribution is that of Atzori et al., who
defined IoT as:

”The Internet of Things (IoT) is a novel paradigm that is rapidly gaining ground in the scenario
of modern wireless telecommunications. The basic idea of this concept is the pervasive presence
around us of a variety of things or objects – such as Radio-Frequency IDentification (RFID)
tags, sensors, actuators, mobile phones, etc. – which, through unique addressing schemes, are
able to interact with each other and cooperate with their neighbors to reach common goals.”
(Atzori et al., [40, 158])

Mercedes Bunz and Graham Meikle, in their book published in 2018, gives the following defini-
tion:

Ala-Eddine BENRAZEK Ph.D. Dissertation



Chapter 1. Evolution of Modern Computing Paradigms in the IoT 12

”The Internet of things describes the many uses and processes that result from giving a network
address to a thing and fitting it with sensors. These conjunctures of sensors, things and networks
have become an increasingly important part of internet experiences. When we equip the things
around us with sensors and connect them to networks, they gain new capabilities ... we mean
a particular ability that things did not have before - such as seeing, speaking to, or tracking
people.” (Mercedes Bunz & Graham Meikle, [76])

Based on all the definitions we have cited, in the following definition and Figure 1.1, we sum-
marise the IoT definition.

”The IoT is a network of physical (hardware) and virtual (software) objects, which are uniquely
and unambiguously identifiable, operating in an intelligent environment. These objects can
interact and communicate anywhere, anytime, and with anything through standardized commu-
nication protocols using information and ICT technologies to exchange data and information
stored and processed by appropriate big data techniques.”

Internet of 
Things

Anytime 
any 

context

Any 
service 

any 
Business

Any place 
Anywhere

Anyone
Anybody

Any path 
any 

Network
Anything 

any 
device

Figure 1.1: IoT definition (from [325])

1.2.3 From Internet of Things (IoT) to Internet of Everything (IoE)

According to Cisco [107], IoE is the result of increased network connectivity. IoT is only con-
cerned with the interconnection of smart devices and objects in the aforementioned definitions,
while IoE is more extensive. It focuses on the interconnection between people, data and (busi-
ness) processes, and things to create new network connections and unleash unprecedented value
[116]. This means that the IoT is a part or component of the IoE, as shown in Figure 1.2.

v People: according to Gartner [267], people themselves will become nodes on the Internet,
connecting to the Internet using devices (such as sensors placed on the skin or sewn) and
social networks [404].

”...people themselves will become nodes on the Internet, with both static information and
aconstantly emitting activity system.”

Gartner, 2012
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v Process: processes based on artificial intelligence play an essential role in the cooperation
of each of the entities of the IoE. The main objective of these processes is to extract the
best out of the crucial data to transmit it to the right person, at the right time and in the
right way [107].

v Data: the raw data generated by the connected devices are initially useless until they
are analysed and processed in the data centre by artificial intelligence-based methods to
extract more useful information for faster and more intelligent decisions, as well as to
control our environment more efficiently [107, 356].

Process

People

Things Data

Home

Mobile

Business

People to 
machine 

(P2M)

People to 
people 
(P2P)

Machine to 
machine (M2M)

Figure 1.2: Internet of everything (IoE)

1.2.4 Architecture of IoT

Compared to the Internet that uses the TCP/IP protocol, the IoT connects billions of objects
that will create much more traffic and require much more data storage in addition to security
and governance [407]. Therefore, several factors, such as scalability, interoperability, reliability,
quality of service (QoS), etc., must be considered in the proposed IoT architecture.

Like the unclear definition of the IoT, its architecture is also unclear. Several architectures
have been proposed in the literature for independent applications of IoT. The two well-known
architectures are (i) Three-layer architecture [493] and (ii) Five-layer architecture [407, 468]. In
addition, there are other extensions of these architectures and which, for the sake of brevity,
are presented in Table 1.1.

1.2.4.1 Three-layer architecture

The three-layer architecture was introduced in the early stages of research in this field and
consisted of three layers: the perception layer, the network layer and the application layer. Each
layer has a large scale of information with different enabling technologies and functionalities, as
shown in Figure 1.3.

In summary, the Perception or Device layer is responsible for identifying each thing in the
IoT system and collecting information about the environment. The Transport, Network, or
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Transmission layer deals with network operations. This layer is responsible for connecting
intelligent objects, network devices and servers and transmitting data collected by the previous
layer to the next layer. The Application or Process layer uses intelligent computing technology
such as data mining to extract significant information from massive data processing and provides
an interface between the users and the IoT. There are various applications in which IoT can be
deployed in this layer, including smart homes, smart cities, and smart health.

This hierarchical architecture’s operating principle starts when the Perception layer collects data
from connected objects using its detection or sensing technology, such as RFID tags, sensors,
cameras, etc. It then transfers the gathered data to the Application layer, using Internet
communication techniques through the Transport layer for processing and analysis, to store it
in databases or share it with other application systems [471].

Application Layer
(The Brain/Social Division of Labor)

Intelligent Processing: Ubiquitous Intelligence, Industry Intelligence, Life
Intelligence, Environment/Monitoring Intelligence

Transport Layer
(Nervous system)

Ubiquitous Network: Using Intelligent computing technology, the massive data and
information will be analyzed and processed more effectively, achieving intelligent
control of objects.

Perception Layer
(The senses)

Comprehensive Perception: Ubiquitous IP, Identify object and collect information
through RFID, sensor, etc.

Figure 1.3: Three-layer architecture of the IoT

1.2.4.2 Five-layer architecture

With the rapid development of the IoT, the three-layer architecture has become insufficient to
withstand this expansion. That is why a five-layer architecture has been proposed by adding
two new layers of the processing and business layer, as shown in Figure 1.4. We outline the
function of all layers in the following itemised list:

o The perception layer : the primary task of this layer is to collect information on the
physical properties of objects such as temperature, air quality, speed, humidity, pressure,
flow, movement and electricity, etc. using various devices such as smart cards, RFID tags,
readers, and sensor networks and convert it into digital signals, which is more practical
for its transmission over the network.

o The network layer : is the foundation layer of the IoT. It contains the Internet network’s
software and hardware equipment to connect the devices that enable the IoT environment.
The main function of the transport layer is to transmit the data collected by the connected
objects from the perception layer to the processing centre via various networks, such as
wireless or wired networks, even the local area network (LAN). The main techniques of
this layer are presented in Figure 1.4.

o The middleware layer : is also known as the processing layer. Each device implements its
type of service and only connects and communicates with other devices that implement
the same service. This layer consists of systems for storing, analysing and processing
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Business Layer

Manages the whole IoT system, including applications, business
and profit models, and user's privacy.

Application Layer

Responsible for delivering application specific services to the
user.

Processing Layer

Stores, analyses, and processes huge amounts of data. Employs
databases, cloud computing, and big data processing modules.

Transport Layer

Transfers the sensor data between different layer through
networks such as wireless, 3G, LAN, Bluetooth, RFID, and NFC.

Perception Layer

Sensors sense and gather information about the envirenement.

Figure 1.4: Five-layer architecture of the IoT

large amounts of data received from the transport layer to make an automatic decision.
Moreover, for this purpose, this layer uses many technologies such as databases, big data
processing techniques, ubiquitous computing, and cloud computing.

o The application layer : is responsible for offering application-specific services to the user
based on the process layer’s data. This layer plays an essential role in defining various
applications in which the IoT can be deployed, such as smart health, smart agriculture,
smart home, smart city, smart transportation, etc.

o The business layer : is the last layer in the IoT architecture. This layer’s principal role is to
define the load and control of IoT applications, including the management of applications,
the relevant business model, and other activities such as user privacy and confidentiality.

For more details about IoT architectures, you can refer to [228, 362].

1.2.5 IoT applications

If we have seen all the efforts that have been made by researchers and industry to develop and
improve the IoT from its birth to date from a general point of view, we can see that it has one
objective, which is the building of a ”Smart City”. The smart city is one of the richest and
most complex scenarios in IoT applications [159]. In general, it refers to a city that uses ICT
technologies to improve the quality of urban services and reduce their costs. Its general purpose
includes several domains, as shown in Figure 1.5.
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Table 1.1: Extension of the IoT reference architecture

Ref Description — Object — Activities

Six layers
architec-
ture

[503] The IoT’s six-layer architecture adds a new layer at the bottom com-
pared to the five-layer architecture called “Coding Layer”. This layer
ensures that a unique identification number is issued for each object to
identify it throughout the IoT cycle.

[412] In addition to the five layers of the IoT reference architecture, a layer
has been introduced under the name “MAC layers”. MAC layer allows
for monitoring and control of devices due to the resource limit of IoT
devices. It makes the devices sleep during their idle period to save
energy.

Seven lay-
ers archi-
tecture

[108] According to the white paper of Cisco published in 2014, the seven-layer
architecture allows the user to consider various factors that affect the
sensing capabilities of sensors or actuators to consider the scalability and
ensure supportability. Compared to the five-layer architecture, Cisco
divides the “Middleware layer” into three layers, which are:

• Edge computing: This layer focuses on convert network data flows,
filtering, analysing and transforming high volumes of data.

• Data accumulation: This layer concerns the storage and guarantee
of data produced by different IoT devices.

• Data abstraction: In this layer, the data is prepared for analysis
to develop more straightforward and performance-enhancing ap-
plications.

Figure 1.5: Block diagram of a smart home system

1.2.5.1 Smart home

The smart home is the result of the cooperation of different connected sensors, trying to auto-
mate the daily tasks to improve the quality of life as much as possible. This purpose is achieved
through intelligent services and decisions for resources management as well as security. Among
the services developed for smart homes:
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v Detection systems: permanent movement monitoring to know if there are individuals in
the house to control the consumption of unnecessary resources such as lights, radiators,
etc., and detect if a person has fallen like the elderly and disabled people thanks to pressure
and movement sensors.

v Safety monitoring : video surveillance cameras can be used to record events of interest.
These can then be used for feature extraction to find out what is happening in real-time.
In addition to home alarm systems, people feel safe in their daily lives at home.

v Remote-control systems: the remote control of domestic machines such as washing ma-
chines, stoves, and refrigerators is a very practical and helpful way for people who work a
lot, who have forgotten and physically handicapped people.

1.2.5.2 Smart environment/space and agriculture

A smart environment is the combination of a physical environment that consists of different
autonomous or semi-autonomous technological devices and a data management infrastructure
supported by ubiquitous computing that allows the analysis and processing of heterogeneous
data collected continuously from the environment in real or quasi-real-time to provide intelligent
services to support the daily activities of the community’s users.

Below are some cases of IoT use in the field of agriculture and the environment:

v Air pollution monitoring : aims to establish a collaborative network between robots such
as drones, pollution detection or measurement sensors equipped in it and ubiquitous com-
puting for monitoring and controlling CO2 emissions from factories, pollution from cars
and toxic gases generated on farms.

v Disaster detection: with the difficulty of predicting natural disasters, intelligent IoT de-
vices that act as a warning and monitoring system during natural disasters and operate
through communication via the Internet can be crucial in avoiding many severe losses.

v Smart farming : in intelligent agriculture based on IoT, the crop field is monitored us-
ing sensors like light, humidity, temperature, soil moisture, etc., and irrigation system
automation. Using this system, farmers can monitor field conditions from anywhere.

v Livestock monitoring : today, farmers can use wireless IoT technologies to collect their
cattle’s location and health data. This information helps them identify sick animals to
prevent the spread of disease. It also reduces labour costs by enabling farmers to locate
their cattle using IoT-based sensors.

1.2.5.3 Smart water management

The IoT does not stop at these points. With the collection of real-time information such as flow,
velocity, temperature, water quality and water consumption by connecting the residential water
meter and the floating sensor network [417] to the Internet, we can, among other things, reduce
the cost of workforce and maintenance, improve accuracy and reduce water consumption, which
is the main goal that a human being can achieve to conserve this essential part of life.
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1.2.5.4 Smart transport

Smart transport systems are cooperative systems that enable vehicles to communicate with
each other and their environment, such as the road, to improve management, operations, and
user services through the combination of information and ubiquitous computing with transport
networks.

v Smart roads: or smart highways are used to describe roads that use IoT technology and
traffic analysis algorithms to make driving safer. Smart roads are divided into three main
parts: road equipment that allows vehicle recognition through surveillance cameras, road
maintenance, and connectivity and detection using smart sensors to detect everything like
the weather and unexpected events such as accidents or traffic jams.

v Smart cars: are autonomous vehicles, independent of the driver’s will, and require only
the available external aids such as signs, traffic lights, road markings and information
provided by smart roads to take control or decide on braking, acceleration, turning, etc.

v Smart parking : Based on the new IoT technologies, Smart parking provides an intelligent
solution to quickly find a parking space in large cities to reduces parking search time,
traffic, and fuel burn rate in addition to road safety. This system consists of installing
intelligent sensors and micro-controllers to detect vehicles’ presence or absence in each
parking space. Thanks to a simple mobile/web application, this system can inform users
in real-time about the availability or occupancy of spaces and reserve their places to ensure
that other drivers don’t take them.

1.2.5.5 Smart building

Smart buildings are traditional buildings that include a layer of IoT devices such as intelligent
sensors, actuators and meters to retrieve a wide range of data such as temperature, humidity,
sound level, presence or absence of people in a given space. With the technological innovations
used by smart buildings, end-users benefit from improved comfort, safety and low-cost services
[332].

1.2.5.6 Smart energy and smart grid

Smart Grid is one of the areas in which industry, governments, and academia are interested
and investing significantly [145, 272]. IoT provides more information on electricity suppliers
and consumers’ behaviours in an automated way to improve energy efficiency. It also provides
consumers with intelligent energy management, such as smart meters, smart appliances and
renewable energy resources [37].

1.2.5.7 Smart healthcare

The deployment of IoT technologies and ubiquitous computing in the healthcare sector offers
more opportunities to develop intelligent healthcare systems to improve real-time safety, simplify
maintenance, reduce costs, and give patients more control over their lives and treatment at all
times. Typically, systems collect vital patient data via a network of sensors connected to medical
devices and ensure ubiquitous access or sharing of medical data.
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1.3 Cloud computing (CC)

1.3.1 A brief history: from mainframes to clouds

This section will highlight some of the most significant technological development milestones that
the world has gone through, from simple terminals/machines to robust and efficient networks
and clouds (see Figure 1.6).

”Computing may someday be organized as a public utility just as the telephone system is a
public utility.”

McCarthy in 1961

Main-
frame

PC Network

Internet
Grid

Computing

Cloud
Computing

Figure 1.6: Birth of cloud computing

Cloud computing is a typical development of a computing resource’s time-sharing model between
the 1950s and 1970s. Throughout this period, the companies began using dumb terminals to
access powerful-shared Mainframes Mainframes that simultaneously provided services (storage,
computing, etc.) to multiple users. These mainframes are not available to the public. Only big
companies can use them because of their very high cost. In the 1980s, Personal Computers or
PCs appeared at a lower cost. As a result, companies started using ordinary computers instead
of mainframe computers, where it was not necessary to share the mainframe with someone else.

With the development of the Internet from a local to a Global Network, the increase in network
access speed, and the development of IT technology, consumers have begun to access applica-
tions and resources remotely through the Internet using mobile devices. Thanks to this new
connectivity, Grid computing was introduced in the second half of the 1990s as a new form of dis-
tributed computing. This paradigm’s basic idea is to take advantage of unexploited computing
power to increase computing power when needed.
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”The Grid is an emerging infrastructure that will fundamentally change the way we think
about -and use- computing”

Ian Foster and Carl Kesselman in 1999

The self-configuration, self-optimisation, self-healing and self-protection of autonomous systems
has been one of the most important developments that have contributed to the emergence of
cloud computing as an autonomous control of computer networks, witnessing the exploitation
of the resources available on the Internet, on-demand, in a simple and scalable way. The first
scientific user of the term cloud computing was Professor Ramnath Chellappa of the University
of Texas at Austin in 1997. Salesforces, in 1999, was the first to transform this concept into
business by starting to deliver enterprise applications via an easy-to-use website for enterprises
as a service.

Between 1999 and 2009, the concept of cloud computing began to spread in many companies
such as Amazon (Amazon Web Services in 2002 and Elastic Compute Cloud in 2006), Microsoft
(Azure in 2010), IBM (IBM SoftLayer and IBM Bluemix in 2005) or Google (Google Cloud
Platform in 2008).

Based on this brief background, cloud computing is not a new technology. As shown in Figure
1.7, cloud computing is a major evolution of four technology areas and is not, as some believe,
a simple hardware development [78].

• Autonomic 
Computing

• Data Center 
Automation

• Cluster & Grid 
Computing

• SOA

• Web 2.0

• Web Services 
Mashups

• Hardware 
Virtualization

• Multi-Core 
Chips

Hardware
Internet 

Technologies

Autonomic 
Computing

Distributed 
Computing

Cloud 
Computing

Figure 1.7: Various advances leading to the emergence of cloud computing

1.3.2 Cloud computing definition

The ambiguity surrounding the concept of cloud computing makes it logical to find several
definitions for this concept. At present, many researchers in industry and academia have tried
to define ”cloud computing”.

The first academic definition of cloud computing was coined by Pr. Ramnath Chilapa of Emory
University and the University of Southern California in a talk titled Intermediaries in Cloud-
Computing, presented at the INFORMS meeting in Dallas in 1997. He said:

”Cloud computing is a computing paradigm where the boundaries of computing will be determined
by economic rationale rather than technical limits alone.” (Ramnath Chilapa, [393])

In 2008, the IEEE published an article by Carl Hewitt which defines cloud computing as:
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”A paradigm in which information is permanently stored in servers on the Internet and cached
temporarily on clients that include desktops, entertainment centers, tablet computers, notebooks,
wall computers, handhelds, sensors, monitors, etc.” (Carl Hewitt [185])

Brin J.S Chee and Curtis Frankin, Jr, in their book published in 2010, defined cloud computing
is as follows:

”Cloud computing is an information-processing model in which centrally-administered computing
capabilities are delivered as services, on an as-needed basis, across the network to a variety of
user-facing devices.” (Brin & Curtis [95])

The formal definition of cloud computing comes from the National Institute of Standards and
Technology (NIST) in 2011:

”Cloud computing is a model for enabling ubiquitous, convenient, on-demand network access to
a shared pool of configurable computing resources (e.g., networks, servers, storage, applications,
and services) that can be rapidly provisioned and released with minimal management effort or
service provider interaction. This cloud model is composed of five essential characteristics, three
service models, and four deployment models.” (NIST, [280])

As a summary of this section, we can say that:

”Cloud computing is a dynamic distributed computing paradigm based on the consumption of
computing resources (servers, storage, applications, bandwidth, etc.) on-demand through Inter-
net technologies for the largest possible number of users.”

1.3.3 Five-Four-Three principles of cloud computing

In light of NIST’s definition, cloud computing relies on (i) five fundamental characteristics
that promote cloud computing, (ii) four deployment models used to describe cloud computing
opportunities, and (iii) three basic service offering models (see Figure 1.8).

Five Essential Characteristics 

Four Cloud Deployment Models

Three Service Offering Models

On-demand self-
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Broad network 
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Data Data Data Data

Runtime Runtime Runtime Runtime
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Storage Storage Storage Storage

Networking Networking Networking Networking

Applications Applications Applications Applications
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User-
managed

Supplier-
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Figure 1.8: The NIST definition of cloud computing
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1.3.3.1 Five essential characteristics

The following features should be included in cloud computing services:

o On-demand self-service: cloud computing allows users to consume services such as servers,
storage or computing capacity, development platform, etc., according to their needs and
automatically without requiring human interaction with the service provider.

o Broad network access: cloud computing delivers all end-user services remotely over the
network and at any time through standard mechanisms supporting heterogeneous client
platforms such as mobile devices and desktops.

o Elastic resource pooling : using the automatic management system of cloud computing,
resources are pooled to serve multiple users using a multi-tenant model. Different physical
and virtual resources are assigned and dynamically reallocated based on user demand
without knowing the precise location of the resources, provided without their intervention
for control.

o Rapid elasticity : differing user workloads cause significant changes in the volume of re-
sources requested. Cloud computing can increase or decrease the computing resources
provided immediately and automatically on demand to adapt to these changes.

o Measured service: like public services such as electricity, water, gas, etc., cloud computing
has accounting mechanisms based on the principle of pay-as-you-use due to the possibility
of measuring the resources and services used by end-users.

1.3.3.2 Four cloud deployment models

The four models of cloud computing deployment are described below:

o Public cloud : this model is the most popular form of cloud computing. It is the computer
version of the ”utility” model that we all use to consume electricity or water in our homes
[189]. In simple terms, it is an extensive IT infrastructure that provides several resources
and services like apps, servers, and storage, to the general public on-demand via the Inter-
net. It may be owned, administered, and managed by a company, an academic institution
or a government organisation, or a combination of these [89]. However, this deployment
model lacks precise control over data, networks, and security settings, hindering their ef-
fectiveness in many business scenarios [505]. The leading public clouds include Amazon
Web Services (AWS)2, IBM Bluemix3, Google cloud Platform4, or Microsoft Azure5.

o Private cloud : as its name suggests, this model is not accessible to the general public.
A private cloud is a set of private resources and services provided to a specific consumer
or organisation comprising multiple consumers, effectively controlling data, security, and
quality of service. This model’s main characteristics reside in the integration, data, and

2Amazon Web Services (AWS): https://aws.amazon.com/fr/what-is-aws/?nc1=f_cc, Accessed: July. 2020.
3Bluemix: https://www.ibm.com/blogs/cloud-computing/2014/04/21/ibm-codename-bluemix/, Accessed:

July. 2020.
4Google Cloud Platform: https://cloud.google.com/, Accessed: July. 2020.
5Microsoft Azure: https://azure.microsoft.com/en-us/?b=16.26, Accessed: July. 2020.
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critical application security solutions. Some examples are Amazon VPC6, Eucalyptus7,
OpenStack8, and VMWare9.

o Community cloud : is another important cloud model that is in use today. A community
cloud is a form of public cloud limited to a particular community, generally professional,
with a common interest. Their advantage is that they allow several independent entities to
obtain a shared non-public cloud’s financial benefits while avoiding security and regulatory
issues.

o Hybrid cloud : the hybrid cloud is a natural evolution of the deployment models discussed
above. It can take any combination of the three forms - public, private, and community.
The hybrid cloud inherits the private cloud’s security features and can use the public cloud
resources for more efficiency. Some examples are RightScale or Flexera10, Asigra Hybrid
Cloud Backup11, and QST12.

1.3.3.3 Three service offering models

According to Figure 1.8, cloud computing comprises three basic types of services: (i) software
as a service (SaaS), (ii) platform as a service (PaaS), and (iii) infrastructure as a service (IaaS).
Differ from each other for the level of abstraction, task automation, and how the user accesses
IT resources. These levels of abstraction reduce the effort required by the service consumer to
create and deploy systems [281].

o Cloud SaaS : the SaaS type of cloud computing services correspond to a model where
hardware, hosting, application framework, and software are dematerialised and offered
on-demand in the form of services through web portals. Customers can take these services
on a pay-per-use basis. In this type of service, the provider takes care of the management
and control of the necessary resources, and the customer does nothing except a few very
specific configurations. The best-known example of cloud SaaS is Microsoft Office 36513

or also Google Docs14.

o Cloud PaaS : PaaS is simply a packaged, ready-to-use development or operating framework.
Unlike cloud SaaS, cloud PaaS gives the consumer the freedom to control the applications
deployed and possibly the application-hosting environment’s configuration settings, but
does not manage or control the underlying cloud infrastructure. Major PaaS cloud service
providers are Google App Engine (GAE)15, Salesforce16, and Microsoft Azure.

o Cloud IaaS : IaaS gives customers the same features as PaaS, besides being fully responsible
for controlling the leased infrastructure. The IaaS client is responsible for all aspects of

6Amazon VPC: https://aws.amazon.com/vpc/, Accessed July. 2020.
7Eucalyptus: https://www.eucalyptus.cloud/, Accessed July. 2020.
8OpenStack: https://www.openstack.org/, Accessed July. 2020.
9VMWare: https://www.vmware.com/company.html, Accessed July. 2020.

10Flexera https://www.flexera.com/products/agility/cloud-management-platform.html, Accessed July.
2020.

11Asigra Hybrid Cloud Backup https://www.asigra.com/cloud-saas-solution, Accessed July. 2020.
12QTS: https://www.qtsdatacenters.com/, Accessed July. 2020.
13Microsoft Office 365: https://www.microsoft.com/en-us/microsoft-365, Accessed July. 2020.
14Google Docs: https://www.google.com/docs/about/, Accessed July. 2020.
15Google App Engine: https://cloud.google.com/appengine, Accessed Juy.2020.
16Salesforce: https://www.salesforce.com/fr/products/what-is-salesforce/, Accessed July.2020.
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the security of the system they use, except physical security. Amazon Web Services17 and
Mosso/Rackspace18 are examples of cloud IaaS providers.

o Cloud XaaS : XaaS (or Everything-as-a-Service) represents nothing less than cloud com-
puting’s future to cover all IoT-specific computing resources [156]. This model, invented by
IBM in 2014, brings together all the technologies delivered via the cloud mentioned above.
In general, XaaS refers to the infrastructure, platform, software, networking, caching or
storage and many other types of resources mentioned in cloud services [91].

1.3.4 Cloud computing architecture

Cloud computing technology, like any technological model, has an architecture that describes
how it works. As mentioned in [22, 198, 505], and as shown in Figure 1.9, cloud architecture is
divided into four layers: the Hardware layer, the Infrastructure layer, the Platform layer, and
the Application layer. In the following, we explain each of them in brief:

Figure 1.9: Cloud computing architecture (from [505])

o Hardware Layer : This layer (also known as the Physical layer) includes cooling systems,
power, in addition to routers and switches to connect thousands of physical servers and
other devices that can be physically managed and controlled [198].

o Infrastructure Layer : The infrastructure layer or virtualisation layer includes storage fa-
cilities, virtualised servers, and networking. This layer has many major advantages, such
as dynamic resource partitioning and assignment using virtualisation technologies such as
KVM (for Kernel-based Virtual Machines)19, VMware20, and Xen21 [505]. The services
offered in this layer can be classified into IT resources, data storage, and communications
[22].

o Platform Layer : This layer includes services such as operating systems, application frame-
works, and requisition structures. The purpose of the platform layer is to minimise the
burden of deploying applications directly into VM containers [505].

17Amazon Web Services: https://aws.amazon.com/what-is-aws/?nc1=f_cc, Accessed July. 2020.
18Mosso/Rackspace: https://www.rackspace.com/cloud, Accessed July. 2020.
19KVM: http://www.linux-kvm.org/page/Main_Page, Accessed July. 2020.
20VMware: https://www.vmware.com/products/esxi-and-esx.html, Accessed July. 2020.
21Xen: https://www.citrix.com/products/citrix-hypervisor/, Accessed July. 2020.
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o Application Layer : The application layer mainly includes software systems provided as a
service. This layer is the layer with which the end-users interact directly to obtain these
SaaS [198].

1.3.5 Advantage & challenges of cloud computing

Cloud computing is usually associated with a variety of advantages. Here we mention their
importance:

4 One of the essential advantages of cloud computing is the accessibility of services anytime,
anywhere, from any connected terminal making users’ lives much easier.

4 Another advantage is the availability of virtually unlimited resources. Due to the high
availability and disaster recovery system of cloud computing, the availability of data and
services to consumers in the event of an outage can be guaranteed immediately.

4 With the pay-as-you-go policy supported by the cloud management system, it is easy to
access the resources delivered as services with minimal upfront costs. This model allows
the customer to avoid investing in expensive computer equipment that is rarely used.

4 The ability to increase or decrease the need for computing resources provided by the
cloud makes it attractive to many consumers, especially to commercial enterprises. This
is known as scalability. This scalability is achieved quickly and easily with no serious
issues at stake. This is known as flexibility.

At present, these benefits remain theoretical, given the nature of the concept itself. Future
studies will determine the role that cloud computing will play in business innovation, the devel-
opment of the IoT, and our daily lives.

In the rest of the section, we briefly present the challenges of cloud computing.

o Cloud computing is a platform for providing unlimited resources to users over the Inter-
net. In this case, the first challenge we observe is connectivity. If we lose the Internet
connection, we lose the link to the cloud and, consequently, the data and applications.

o The biggest challenge of cloud computing is security and privacy, which are all cloud
customers’ main concerns. This issue became the main topic of preoccupation in 2018,
where more than 70% of respondents indicated it in the referenced survey [133]. At present,
security has improved but is not yet ideal.

o The other issue is that a user may lose control of the hardware and data. While many
consumers like to control their data, naturally, losing control is a problem for not choosing
these services. Therefore, reduce the reliability and efficiency rate in the cloud.

o The location of data storage is another challenge in cloud systems. To ensure a high level
of service availability to customers, cloud service providers deploy sufficient redundancy in
geographically distributed locations. Unfortunately, most countries have explicit laws that
require data to be stored within the country because of government laws in some states
that do not respect the confidentiality of personal information, such as the PATRIOT Act
in the United States, which stipulates that the U.S. government can access all data stored
in the United States.
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1.4 Fog computing

1.4.1 Limitations of cloud computing in the IoT

It is clear that the IoT arrived and continued to grow until it was successfully combined with
cloud computing. This integration is known as ”Cloud of Things” or “CoT” and is one of the
main research trends to address IoT’s challenges. Specifically, it helps manage IoT resources and
provides a more cost-effective, simplifying data processing flow [2, 38, 39]. Despite the benefits
brought by the use of the CoT paradigm, it also introduces new challenges in addition to the
challenges mentioned in subsection 1.3.5 for the IoT system that cannot be solved by cloud
computing, such as network bandwidth constraints, strict latency requirements, uninterrupted
services with intermittent connectivity, resource-constrained devices and wide distribution of
devices [6, 38, 39, 66, 80, 103, 103, 119, 273, 514].

o Bandwidth : A large number of IoT devices send large and high-frequency data continu-
ously to the cloud for analysis. Sending all this data to the cloud will necessarily surpass
network bandwidth availability [103, 265], becoming a bottleneck for the cloud [6]. As a
result, about 90% of the data generated by IoT devices is stored and processed locally
and not in the cloud, according to ABI Research [213].

”... and of the captured volume, on average over 90 percent is stored or processed locally
without a cloud element...”

Rhea Kelly from ABI Research

o Latency : Many IoT applications, such as smart grid systems, autonomous vehicle net-
works, video surveillance systems, and health applications require low latency (a few
milliseconds). These requirements are outside the capabilities of cloud services due to the
large distance between IoT devices and the cloud, where the number of hops the package
needs to make to travel and getting the response back is large and may not be desired
[169].

o Uninterrupted : In the last-mentioned systems, unstable and intermittent network con-
nectivity with cloud services is often the top priority. It is not easy to provide it because
of the long distance between the distant cloud and IoT devices [80]. As a result, a new
computing and network architecture will be required to mitigate or solve the problem
[103].

o Resource-constrained : Several IoT devices have limited resources in terms of memory,
processing, and energy. With these limited resources, the IoT devices will not fulfil all
their computing needs or interact directly with the cloud without including at least some
powerful hardware as an intermediate to connect to the cloud because these interactions
often require intensive processing and complex protocols [103, 119].

o Geographical distribution : In IoT, connected devices are deployed in geographically
distributed locations. As these devices have grown in recent years, their space has become
very large geographical areas [482]. This large-scale distribution makes it very difficult to
find a cloud infrastructure location to meet all the requirements of IoT applications [119].
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The challenges that the centralised cloud paradigm faces are outlined in the above review. The
following sections will look at the various post-cloud paradigms proposed by multiple organisa-
tions in recent years. These paradigms are based on the concept of extending cloud computing
from the data centre to where things are, addressing network bottlenecks and improving the
processing speeds and efficiencies of customer services.

1.4.2 Post-cloud computing

The post-cloud computing phase is known as the decentralisation phase. During this phase, the
academic and industrial sectors conducted several studies to find new solutions for overcoming
cloud computing limitations discussed in the previous section. According to the surveys [119,
295, 320, 514], several similar computing paradigms are proposed besides fog computing, such
as edge, cloudlet, dew, and mist computing. This section briefly describes the origin and main
idea of these paradigms, while clarifying the differences between them.

Figure 1.10: Post-cloud computing paradigms (from [310])

1.4.2.1 Edge computing

Edge computing is a paradigm whose philosophy in the literature preceded cloud computing.
However, interest in this in academic and industrial sectors began with the development of the
IoT and its new challenges. The first article mentioning the term “computing at the edge”
was published in 2004 [339], while “edge computing” was introduced by Karim Arabi during a
conference keynote in 2014 [31] and then in an invited talk at MIT’s MTL Seminar in 2015 [32].

”Edge computing refers to the enabling technologies allowing computation to be performed at
the edge of the network, on downstream data on behalf of cloud services and upstream data
on behalf of IoT services.”

Shi et al. [380]

The main principle of edge computing is to push applications, data, and services away from the
cloud to the edge of the Internet to address the centralised cloud system issue. In this paradigm,
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the end devices act as not only data consumers but also data producers. These devices request
services from the cloud and provide services (processing, storage, caching, and load balancing)
to the cloud, instead of just requesting from the cloud traditionally [381].

1.4.2.2 Fog computing

The most popular post-cloud paradigm is fog computing. Flavio Bonomi first proposed this
concept, Vice President of Cisco Systems, in 2011 and was explained in detail in 2012 [65, 66,
429]. The main objective of this paradigm is the ability to manage large numbers of IoT devices
and large volumes of data for real-time, low-latency applications, delivering better and faster
processing and application services.

”FOG (From cOre to edGe) computing is a distributed computing paradigm born of necessity
to move the services of cloud computing (compute, storage and networking) at the edge
devices. Edge devices in this context are referred to as ”Things” which include a wide variety
of sensors, actuators, mobile devices, embedded systems, etc.”

Vaquero et al. [429]

Pan [320] explain fog computing’s principle as migration of cloud computing and its services to
devices such as routers, routing switches, multiplexers, and more located at the network’s edge.
Fog computing facilitates location awareness, scalability, and interoperability [310]. Also, fog
computing supports widespread geographical distribution networks, mobility, content distribu-
tion, and heterogeneity [66, 365].

1.4.2.3 Mist computing

Cisco also proposed the mist computing paradigm. It is a small form of fog computing that
locates at the edge by pushing some computation to the edge of the network, actuator devices,
and the sensor, which has built the network for the cloud data centre. The devices in mist
computing are usually microcomputers and microcontrollers that send data to the fog nodes
and, in some cases, directly to the cloud. As shown in Figure 1.10, mist computing is not
considered a mandatory layer of fog computing [192].

”Mist computing is a lightweight and rudimentary form of fog computing that resides directly
within the network fabric at the edge of the network fabric, bringing the fog computing layer
closer to the smart end-devices. Mist computing uses microcomputers and microcontrollers to
feed into fog computing nodes and potentially onward towards the centralized (cloud)
computing services.”

Iorga et al. [192]

The mist computing paradigm has decreased the latency, increased the throughput rate, and
increased the autonomy of a solution [423]. Cloud, fog, and mist computing are complementary
to each other, where the application tasks, which are more computationally intensive and less
delay-sensitive tasks, can be executed in the gateway of the fog nodes. In contrast, the less
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computationally intensive and more delay-sensitive tasks can be executed in the edge devices.
The processing and the collecting of data are still performed and stored in the cloud computing
[310].

1.4.2.4 Cloudlet computing

IoT devices require multiple network hops to access the cloud, resulting in high response times
and low bandwidth. In 2009, Mahadev Satyanarayanan et al. [367] introduced the term cloudlet
as a new vision of mobile computing for mobile devices that free it from severe resource con-
straints by enabling resource-intensive applications to leverage cloud computing free of WAN
delays, jitter, congestion and failures.

”A cloudlet is a trusted, resource-rich computer or cluster of computers that is well-connected
to the Internet and is available for use by nearby mobile devices”

Satyanarayanan et al. [367]

Cloudlet is a small, trusted cloud infrastructure that promotes small-scale cloud data centres
at the edge of the network, close to a mobile device but not on the mobile device. In the cloud-
to-things continuum hierarchy, the cloudlet is the intermediate level: mobile device — cloudlet
— cloud (see Figure 1.10).

1.4.2.5 Dew computing

Dew computing is a new structural layer of distributed computing hierarchy was introduced in
2012 and explained their basic architecture in detail in 2015 [387, 444, 445, 447].

”Dew computing is an on-premises computer software hardware organization paradigm in the
cloud computing environment where the on-premises computer provides functionality that is
independent of cloud services and is also collaborative with cloud services. The goal of Dew
computing is to fully realize the potentials of on-premises computers and cloud services.”

Yingwei Wang [446]

Dew computing [444] is situated at the ground level of the cloud and fog computing environment
[387]. This paradigm uses on-premises computers to provide functionality independent of cloud
services and collaborate with cloud services [447]. The main idea of Dew computation is to
maximise resource utilisation before processing is transferred to the cloud computing server,
reduce the complexity and improve the productivity of scalable distributed computing.

1.4.2.6 Simple comparative study

Considering some researcher surveys [187, 310, 338, 348, 367, 514], we have summarised the
differences between cloud computing and post-cloud computing in Table 1.2. Then we compare
the different paradigms of post-cloud computing in Table 1.3.
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Table 1.2: Simple comparison of cloud computing and post-cloud computing

Cloud computing Post-cloud computing

Latency high low
Access Network wired or wireless mainly wireless
Mobility support limited supported
Architecture centralized hierarchical, and distributed
Computation and storage
capabilities

strong weak temporarily

Execution place of compu-
tation

large data centre network edge, adjacent de-
vice, device itself

Distance to users far from users (multiple net-
work hops)

physically close to users (sin-
gle network hop or few net-
work hops)

Number of server nodes few large
Hardware resources rich and extensible storage

space and computing capaci-
ties

limited storage and comput-
ing capacities

Geo-distribution centralised distributed
Geographic coverage global local area or wider
Bandwidth costs high low
Types of services information collected from the

global scope
local information services for
a particular deployment envi-
ronment

Location of service within the Internet at the edge of local networks
Energy consumption high low

Table 1.3: Detailed comparison of typical post-cloud computing paradigms

Cloudlet Fog Edge Dew Mist

Distance to user close close very close very close very close

Access Mecha-
nisms

Wi-Fi and
Mobile
Network

Wi-Fi and
Mobile
Network

Bluetooth,
Wi-Fi, Zig-
Bee, etc.

Ad-hoc Mobile
Network,
Bluetooth,
Wi-Fi, Zig-
Bee, etc.

Latency low medium low low low

Bandwidth low low low low low

Mobility supported supported supported supported supported

Distance be-
tween client and
server

one or multi-
ple hops

one or multi-
ple hops

one hop one hop one hop
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Cloudlet Fog Edge Dew Mist

Deployed hard-
ware

data centre
in a box

routers,
switches, ac-
cess points,
gateways

servers run-
ning in base
stations

sensors and
smartphones

microcomputers,
microcon-
trollers, and
microchips

Usage of end de-
vices

no yes no yes yes

Number of user-
s/devices

thousands thousands to
millions

hundreds to
thousands

few devices hundreds

Context aware-
ness

low medium high high high

Location aware-
ness

yes yes yes yes yes

Based on the comparison and analysis of the characteristics and evolution of these computing
paradigms, we can conclude that post-cloud computing not only extends to the edge of the
network it also differs fundamentally from cloud computing in its architecture, storage com-
puting and execution, and other aspects. Post-cloud computing acts as a bridge between IoT
devices and large-scale cloud computing. Therefore, post-cloud computing supports large-scale
sensor networks and real-time interactions between IoT devices, allowing reduced latency and
time-sensitive IoT applications.

Table 1.3 shows that although these computing models’ names differ, they have similar features,
including low latency and close to end-users, and unique characteristics. Fog computing empha-
sises the infrastructure between the edge devices and the cloud platform, while edge computing
focuses on the infrastructure that fog computing cared about and the wireless access network
from the point of view of communication operators. The main focus of the cloudlet is on pro-
viding real-time services to a large number of bandwidth-constrained mobile applications, while
Dew computing emphasises the collaboration between the IoT devices and cloud computing,
regardless of the edge and the wireless access network. In general, the post-cloud paradigms
push more applications and services from the cloud to the edge network, reducing the data
transfer time and congestion of the network and effectively meeting the demands of real-time
or latency-sensitive applications.

1.4.3 Fog computing definition

Various researchers in the literature have defined fog computing in different ways. In this section,
we will cite a few basic definitions.

Yi et al. [485] have provided a general definition of fog computing. In this definition, the authors
defined fog computing as an additional resource-rich layer between end-devices and the cloud
to address the challenges mentioned above.
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”Fog computing is a geographically distributed computing architecture with a resource pool which
consists of one or more ubiquitously connected heterogeneous devices (including edge devices) at
the edge of a network and not exclusively seamlessly backed by cloud services, to collaboratively
provide elastic computation, storage, and communication (and many other new services and
tasks) in isolated environments to a large scale of clients in proximity.” (Yi et al., [485])

Vaquero and Rodero-Merino in [429] provided a clear definition of fog computing. They focused
on the essential characteristics that distinguish it from other related computing models: ubiq-
uity, improved network capabilities as a hosting environment, and better support for cooperation
between devices.

”Fog computing is a scenario where a huge number of heterogeneous (wireless and sometimes
autonomous) ubiquitous and decentralized devices communicate and potentially cooperate among
them and with the network to perform storage and processing tasks without the intervention of
third parties. These tasks can be for supporting basic network functions or new services and
applications that run in a sand-boxed environment. Users leasing part of their devices to host
these services get incentives for doing so.” (Vaquero & Rodero-Merino, [429])

The IBM definition [44] identifies fog computing and edge computing as the same computing
paradigm. According to Qiu et al. [338], fog computing focuses on the infrastructure between the
edge devices and the cloud platform, while edge computing focuses not only on the infrastructure
that fog computing cared about but also on the edge devices with enormous quantities. On that
basis, he said: ”. . . fog computing is a subset of edge computing. . . ”.

”The term fog computing or edge computing means that rather than hosting and working from a
centralized cloud, fog systems operate on network ends. It is a term for placing some processes
and resources at the edge of the cloud, instead of establishing channels for cloud storage and
utilization.” (IBM, [44])

There is another definition given by Neha et al. in their survey [295], and they have defined fog
computing as all devices having a computing and storage capacity.

”Fog computing is a distributed computing platform where most of the processing will be done
by virtualized and non-virtualized end or edge devices. It is also associated with the cloud for
non-latency-aware processing and long-term storage of useful data by residing in between users
and the cloud.” (Neha et al., [295])

NIST Special Publication 800-191 [191] defines it as a horizontal, physical or virtual resource
paradigm that resides between edge devices and cloud computing.

”Fog computing is a horizontal, physical or virtual resource paradigm that resides between
smart end-devices and traditional cloud or data centers. This paradigm supports vertically-
isolated, latency-sensitive applications by providing ubiquitous, scalable, layered, federated, and
distributed computing, storage, and network connectivity.” (NIST, [191])

1.4.4 Architectures of fog computing: High-level overview

Fog computing is a new paradigm created due to the need to deploy computing infrastructure
on the edge of the network, which has resulted from the convergence of cloud computing and the
IoT. In the literature, several studies have been carried out to establish fog architecture’s layered
concept [52, 119, 187, 191, 245, 295, 402, 485]. However, to date, no standard architecture is
available.
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According to the study of NAHA et al. [295], many architectures have been proposed, includ-
ing three-layer architecture (Figure 1.11), four [33], five [117], six [3] and seven layers [295].
Every proposed architecture has its justifications for its claims. After reviewing the mentioned
literature, we find that the three-layer architecture is the reference fog computing architecture
if we ignore the user’s claims. Therefore, in this part, we present fog computing’s three-layer
architecture to illustrate fog computing in the cloud-to-things continuum.

As depicted in Figure 1.11, a fog computing architecture is composed of: things/end-devices,
fog, and cloud layer.

Figure 1.11: High level fog computing architecture (from [292])

v Things layer: At the lower levels are the end-devices responsible for detecting, collecting,
and sending the data to the top layer for storage or processing. Sometimes, end-devices
with significant computing capabilities like smartphones can also do local processing before
including the upper layers.

v Fog layer: The next layer is the essential layer of the architecture and is the fog layer.
This layer consists of all intermediate computing devices called fog nodes or servers. Fog
nodes can be set-top-boxes, access points, roadside units, cellular base stations, gateways,
routers, etc., located anywhere between cloud and end devices. These fog nodes can
collaboratively share storage and computing facilities [292].

v Cloud layer: The cloud constitutes the highest layer, offering a large pool of resources
at a low cost without latency guarantees. It comprises several servers with high com-
putational and storage capabilities and provides different services (discussed in section
1.3). Differently from the traditional cloud computing architecture, in the fog architec-
ture, some computation, or services might be proficiently moved from cloud to fog layer
to reduce the load on cloud resources and increase the efficiency [119].

Ala-Eddine BENRAZEK Ph.D. Dissertation



Chapter 1. Evolution of Modern Computing Paradigms in the IoT 34

According to [103, 292], Figure 1.11, and Table 1.4, the fog architecture has three main interfaces,
namely:

v Fog-Cloud interface: Fog-Cloud interface was introduced to support fog and cloud
computing collaborations to provide end-to-end services, including how the cloud will
distribute service to the fog.

v Fog-Fog interface: The Fog-Fog Interface is the interface that supports collaboration be-
tween multiple fog nodes to share on-demand services such as data storage and computing
tasks for one or several users.

v Fog-Thing interface: Devices or end-users can easily, efficiently, and securely access
fog resources and services through the Fog-Thing interface. End-devices and fog layer
communicate through Local Area Network (LAN) while communication between the end-
devices and cloud layer can be done either through the fog or without fog over the Wide
Area Network (WAN) [288].

In 2017, Openfog Consortium [112] defined a new architecture extended of the three-layer called
N-tier architecture. This architecture has the same three entities as the three-layer architecture.
The fog layer in this architecture is composed of several levels of fog nodes (N-tiers) and, as the
nodes move further away from the end devices, they gain more computing power and intelligence,
in addition to the ability to communicate on both sides horizontally and vertically.

Table 1.4: Interfacing of Fog to Cloud, Fog to Fog, Fog to IoT

Interface The role it plays

Fog-Cloud
interface

- It is considered compulsory to support collaboration between fog to cloud
and cloud to fog services
-It also supports functionalities like supervision at the fog
-It also transfers data for processing, comparing between each other

Fog-Fog
interface

- It must have a pool of resources to support processing with each other
-Multiple fog nodes act together to support backups for each other
-All the fog nodes deployed can share their data, computation, and processing
for one or several applications

Fog-Things
interface

- Fog computing provides services to widely distributed IoT devices like smart
devices and sensors
- It provides IoT devices to access fog services in a user-friendly environment
- Fog computing provides high QoS to the IoT devices or end-users

1.4.5 Salient features of the fog computing

According to [39, 91, 119, 169, 196, 265, 295, 343], fog computing has many characteristics that
make it an attractive technology. These characteristics are summarised as follows:

3 Geographical distribution: Unlike cloud computing, fog computing is not centralised.
This paradigm is characterised by deploying its nodes in multiple locations to deliver
distributed services and applications everywhere.
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3 Very large number of nodes: As a consequence of the wide geo-distribution, it is
evident that this paradigm is composed of a large number of nodes deployed in distributed
geographic areas to provide services to mobile devices in those areas.

3 Edge location: According to the definitions given in section 1.4.3, the fog nodes are
located close to end-users or end-devices.

3 Heterogeneity: Fog nodes have many different forms and are deployed in a variety of
distributed environments. Fog computing ensures that these heterogeneous devices can
communicate effectively to collect data from multiple sources.

3 Scalability: Fog computing is a distributed multi-layered environment that can easily
support a growing number of terminals. Through intercommunication between fog nodes,
the scalability of the services they provide is improved.

3 Interoperability and federation: Seamless support of certain services like real-time
services requires the cooperation of different providers. Therefore, fog computing can
interact and standardise services between domains.

3 Reliability: Fog computing is more reliable than centralised computing paradigms be-
cause one node’s failure does not affect the entire system.

3 Location awareness: The large distribution and communication between fog nodes allow
us to understand their logical location in the context of global systems and to become aware
of the environment.

1.4.6 Essential benefits of fog computing

The movement of computational load to fog networking from the cloud enables IoT structure
to develop for diverse applications and services. Fog computing advantages are as follows:

. Reduction of network traffic: As shown in Figure 1.11, the fog layer is the intermediate
layer between the data generators representing the IoT devices layer and the cloud layer.
Unlike centralised cloud computing architecture, fog computing allows data to be collected,
processed and stored from IoT devices in multiple distributed fog nodes, reducing the
cloud’s load and network traffic.

. Low latency: Due to the proximity of the fog nodes to the IoT devices and their cognition,
the services provided by fog computing (computing, storage, communication [343]) are
delivered in a much quicker time frame, unlike the cloud, which has a much higher latency
[191].

. Increasing data quality: Quality of data would be increased by eliminating low-quality
data such as repetitive, corrupted, or noisy data and the integration of received data in a
fog layer [91].

. Increasing efficiency: Local processing of data and eliminating corrupted, repetitive, or
unneeded data in the fog layer reduces the network load and increases network efficiency.
Because the transferred data to the cloud must be processed, stored, and analysed in the
cloud, by decreasing the amount of data, cloud processing and storage needs would also
decrease [91].
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. Real-time Interactions and Analytics: Another advantage closely related to the prox-
imity of distributed nodes to terminals, cognition and ultra-low latency of fog computing
is its interactions and analysis in real-time, in contrast to the cloud, which has a much
higher latency.

. Predominance of wireless access: One of the main goals of the IoT is to enable
energy-efficient access to large-scale wireless devices that require distributed analysis and
communication [480]. For this reason, fog computing is very well suited for IoT wireless
access networks due to the wide distribution, reliability and scalability of the fog nodes
[191].

. Support mobility: Fog computing enables mobile devices to move from one location
to another without interrupting fog-compatible services [480]. The latter results from
the location-awareness, large-scale geographic distribution, real-time interaction, and the
predominance of wireless access mentioned above.

. Reduced costs: Local data processing without sending to cloud computing reduces
network bandwidth, cloud processing, storage, and energy.

. Increasing the level of privacy: In IoT systems, sensors may generate and transfer sen-
sitive and confidential data, but transferring them without manipulation and encryption
bears the risk of disclosure. Devices cannot handle complicated mathematical opera-
tions—the privacy-preserving mechanisms, such as encrypting algorithms in end-devices,
maybe impossible. Therefore, privacy, data manipulations and encryption algorithms can
be done in a fog layer. Nevertheless, the protection of fog devices is another issue that
will be investigated further [91].

Several other advantages and characteristics of fog computing are discussed in the literature,
often with a different outline [100, 187, 266, 305, 485]. Nevertheless, we believe that the advan-
tages presented in this section are generic enough to be considered the key concepts from which
the other features derive.

1.5 Conclusion

In this chapter, we have covered almost all aspects of our work context for our thesis. We
first discussed the concept of the IoT, its definition, its architecture and the main applications
that use it as infrastructure in section 1.2. Next, in section 1.3 and 1.4, we have reviewed the
different modern paradigms (cloud, cloudlet, fog, and mist computing) that have emerged to
support the deployment of applications based on the IoT.
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2.1 Introduction

The video surveillance system, more commonly known as closed-circuit television (CCTV), is
part of the physical security sector, which consists of remotely monitoring objects or places
(public or private) using cameras that transmit the videos to the surveillance base station (BS)
for recording and playback on a screen in the control office [161]. Many cyber-physical systems
have employed CCTV systems, including traffic monitoring, to measure traffic flow [142] and to
detecting incidents on roads or highways [319]. Other applications include health care [333, 333],
public safety [308], wildlife monitoring [307], intelligent buildings [247], industrial automation
[369], and environmental and weather monitoring [41, 401].

Formally, the CCTV systems are composed of a set of cameras connected to control screens.
These systems give a global view of a large area to a limited number of qualified operators. Their
mission is to discover abnormal situations, and, depending on the seriousness of the situation,
they can take the necessary measures. As the number of cameras increases, this mission becomes
more complex and may become impossible. For this reason, research has sought to automate
the video surveillance process.

During the last decade, two particular aspects of artificial intelligence have received attention
and have improved considerably. On the one hand, the development of artificial vision algo-
rithms. This latter can process complex visual data and provide human-like feedback on the
scene’s evolution under surveillance. Because of this evolution, traditional surveillance systems
have been replaced by new, more innovative surveillance systems, known as Intelligent Video
Surveillance Systems (IVSS). IVSS systems can automatically identify abnormal behaviours and
patterns in a video thanks to the introduction of artificial intelligence, paternity recognition and
computer vision technologies. On the other hand, advances in distributed computing and dis-
tributed intelligence. These allow devices to be treated as distinct entities, capable of adapting
to the evolution of the scene and the complexity of the communication network, reducing the
bandwidth of information and deriving a better interpretation of people’s dynamics and objects
moving in the scene.

In this chapter, we will present state-of-the-art on video surveillance and its evolution. In
section 2.2, we will introduce some reminders on the evolution of the video surveillance system.
Section 2.3 will present an overview of the different components of a video surveillance system,
the different image processing techniques used, and a study on the different classifications of
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this system and its challenges for the next generation. Next, in section 2.4, we will describe
the motivation for using distributed intelligence and a cooperative distributed system in video
surveillance systems. Before concluding this chapter, we will present in section 2.5 a predictive
view of the next generation of the intelligent video surveillance system.

2.2 Review of video surveillance system evolution

When CCTV systems have proven their benefits for much physical security in public spaces, the
interest in developing video surveillance applications has increased considerably in the industrial
and academic world. CCTV systems have gone through several years of evolution until now to
enhance their performance and improve their service quality (QoS). This section presents the
different steps that the video surveillance system has gone through to date. Table 2.1 shows an
analytical overview of these steps.

2.2.1 First-generation surveillance systems: All analog (1960-1980)

The first use of CCTV systems dated back to the 1960s and continued until the 1980s. At
that time, the systems used analogue technologies for data acquisition and transmission. This
operating cycle begins with acquiring videos/images from cameras directly connected via coax-
ial cables with a monitor and recording equipment. The received data is stored on cassettes
and displayed on screens at the control office level, allowing human operators to observe the
environment and analyse the scenes. The main challenges of this generation are 1) Data quality
degradation resulting from converting a digital image to an analogue composite video signal.
2) The need for very high bandwidth for analogue data transmission. 3) The increase of data
required the need to adopt an efficient and flexible storage mechanism in addition to the storage
capacity itself. 4) The difficulty of controlling all the scenes manually to find the targets by
human operators. It should be noted that as the number of cameras increases, this mission
becomes impossible.

2.2.2 Second-generation surveillance systems: Hybrid system (1980-2000)

The second generation begins in the years 1980 to 2000. In this generation, the systems have
advantages over the first generation due to analogue and digital technologies’ hybridisation.
Due to data digitisation, the degradation of data quality has improved significantly. It has been
compressed and stored on hard drives using digital recorders or transmitted over a network for
remote monitoring.

During this generation, research has mainly focused on developing new systems that introduce
a certain level of automation and local intelligence, such as automatic event detection, to help
and facilitate human operators to monitor a large area equipped with several cameras.

2.2.3 Third-generation surveillance systems: All digital (2000-present)

The third generation of video surveillance systems starts from the year 2000 until now. The
systems of this generation are based on digital technologies, from cameras to data processing.
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All transmissions are via the Internet. Thanks to this significant transformation, the CCTV sys-
tem has become autonomous and more intelligent. It can provide reliable real-time surveillance
through advanced video analysis and artificial intelligence techniques without human interven-
tion. The following are the essential modules for intelligent video surveillance.

å Digital video acquisition;

å Preprocessing at camera level;

å Data compression;

å Data transmission;

å Data processing;

å Storage and display.

In this generation, most research focuses on developing a more intelligent and fully autonomous
video surveillance system capable of managing complex real-time events and manipulating a
large number of cameras to cover large areas, the distribution of processing capabilities, and
the combination of various heterogeneous cameras.

2.3 Intelligent video surveillance systems (IVSS): Fundamental
concepts

2.3.1 Domain definition

Before elaborating on the subject of this section, we first present definitions of the terminologies
and technical concepts to highlight the points of their intersections and their differences.

2.3.1.1 Surveillance

Due to the rapid development of video surveillance, many definitions do not capture surveil-
lance’s new conceptions. Today, many of the surveillance systems are not explicitly introduced
to ”a suspected person”. It also applies to different contexts, including, but not limited to:
places and geographical areas, networks, systems, and classes of people. In the following, we
present some definitions of the surveillance concept.

David Lyon suggests that surveillance is any collection and processing of personal data, whether
identifiable or not, to influence or manage those whose data have been garnered [261].

Ross Bellaby writes that ‘surveillance’ can cover a wide range of activities, from CCTV cameras
and ‘covert surveillance’ to dataveillance and data mining. Who the individual ‘is’, where s/he
is going, with whom s/he is associating or what s/he is doing all become the concern of the
watchful eye [355].

In Internet Encyclopedia of Philosophy1, Kevin Macnish writes:

”Surveillance involves paying close and sustained attention to another person. It is distinct from
casual yet focused people watching, such as might occur at a pavement cafe, to the extent that

1Source: https://iep.utm.edu/surv-eth/
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Table 2.1: Summary of video surveillance systems evolution
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n Technologies Based on analogue technologies

Advantages
Very reliable
Easy to use

Problems
Data quality degradation
Very high bandwidth requirement
Storage challenge

Current Research Digital video recording, and video compression
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n
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n

e
ra

ti
o
n Technologies A hybrid system based on analogue and digital technologies

Advantages
Increase the efficiency of the video surveillance system
Increase the quality of the stored video
The ability to control the system remotely

Problems
Inflexible system
Higher maintenance cost
Robust detection and tracking algorithms are required

Current Research
Real-time computer vision algorithms
Automatic learning of patterns of behaviours

T
h
ir

d
g
e
n

e
ra

ti
o
n Technologies Based on digital technologies

Advantages

Ensures better reliability
More efficient for large scale systems
More accurate information
Reduces the degree of deterioration in data quality
Less bandwidth requirement

Problems

More expensive for small surveillance systems
Distribution of information (integration and communication)
Design methodology
Multi-sensor platforms

Current Research
Distributed versus centralized intelligence
Probabilistic reasoning framework
Multi-camera surveillance techniques

it is sustained over time. Furthermore, the design is not to pay attention to just anyone, but to
pay attention to some entity (a person or group) in particular and for a particular reason. Nor
does surveillance have to involve watching. It may also involve listening, as when a telephone
conversation is bugged, or even smelling, as in the case of dogs trained to discover drugs, or
hardware which is able to discover explosives at a distance”. (Kevin Macnish, [413])

In our context, we can define surveillance as monitoring behaviours or events in our environment
or ourselves for information gathering, organisation, management, or direction using CCTV
systems to determine a potential attack or collect data and use it where deemed necessary.

2.3.1.2 Counter-surveillance

In the short term, counter-surveillance is any action, which aims to strengthen private security
to prevent or at least make it difficult. According to the International Protection organisation,
counter-surveillance is “the activity carried out to counter-surveillance or intelligence”. Gener-
ally, counter-observation is a strategy that uses many forms of monitoring to alter the balance
of power between the supervised and the watcher.
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Torin Monahan in [287] defines counter-surveillance as the intentional or strategic use or in-
terruption of surveillance technology to challenge institutional control’s asymmetry. These
activities can involve the disabling or destruction of surveillance cameras, the mapping, and
dissemination of minimum surveillance paths over the Internet, the use of video cameras to
track sanctioned surveillance systems and their employees, or the organisation of public theatre
performances to draw attention to the prevalence of surveillance in society.

Several techniques and methods have been developed to achieve this goal. Some examples
include creating new security protocols for exchanging information, advances in encryption, and
enhanced security of operating systems and database management systems. However, despite
all the community’s efforts, the security of privacy remains a significant challenge that all
stakeholders must confront.

2.3.1.3 Video surveillance

The term video surveillance refers to any software and hardware equipment that enables a
government, organisation, individual, or group of individuals to set up a system that performs
for surveillance purposes in public and private places as a valuable tool in the context of crime
prevention and detection. According to Jordi et al. [13], video surveillance refers to a generic
system that describes different agents’ actions and interactions within complex scenes in real-
time.

In our context, video surveillance consists of remotely monitoring public or private places, using
video cameras that transmit videos or images to the surveillance station via cables or telephone
links forming a closed circuit (CCTV). Video surveillance guides a range of security activities
such as deterrence, observation, and intelligent collection, evaluating a possible and actual
incident.

2.3.1.4 IP video surveillance or network video surveillance

IP video surveillance or IP CCTV refers to a security system that provides a user with the
ability to monitor and record video/images over an Internet Protocol (IP)-based computer
network, such as wireless networks, local area networks, or simply via the Internet. In addition
to providing remote access, the IP CCTV allows real-time or non-real-time streaming from any
device equipped with software capable of receiving video streams, such as a PDA or a simple
tablet.

Unlike analogue CCTV systems, IP CCTV systems introduce many innovative features that
enhance the monitoring and management of live and recorded video data, making them ideal
for security surveillance applications. They include remote accessibility, high image quality,
comfortable and future-proof integration, scalability, flexibility, cost-effectiveness, event man-
agement, and intelligent video.

2.3.1.5 Intelligent/Smart video surveillance

Intelligent video surveillance is introduced to ensure constant monitoring and remedy the issue
of not missing a crucial incident. Intelligent video surveillance or video analytics is a technology
that makes it possible, through video analytics technology, to identify specific events in video
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sequences automatically. It converts video into data that will be distributed or archived to
enable the video surveillance system to act accordingly. This could include activating a mobile
camera to collect more reliable data from the scene, or merely transmitting an alert to the
security staff so that they can decide on the required intervention to be taken.

The IBM research group [415] has identified an intelligent video surveillance system as a system
capable of recording and processing video images to enhance the protection system. It is fitted
with an embedded system that can perform several video processing algorithms. Intelligent video
surveillance systems can perform different video analysis forms, including motion detection,
object detection, tracking, automated search options, video playback, video storage index, etc.

According to Xiaogang Wang [441], intelligent video surveillance refers to the efficient extraction
of information from the video data by the automatic detection, tracking, and recognition of
objects of interest and the analysis and understanding of their activities and related events.

2.3.2 System overview and description of components

In this section, we briefly present the different hardware and software components of video
surveillance systems. A more detailed description of the infrastructure of video surveillance
systems and the principles guiding the choice of materials can be found in several books and
reference guides, including the following [160, 172, 309].

As shown in Figure 2.1, standard video surveillance systems generally consist of the follow-
ing main components: acquisition equipment, compression, transmission, processing or video
management system, storage, and archiving.

Acquisition
Compression

DecompressionManagement 
system

Transmission

Storage & 
Archiving

Display

Figure 2.1: Main components of intelligent video surveillance

2.3.2.1 Acquisition equipment

This refers to the different camera models used to acquire the videos/images in the video surveil-
lance system. Several models and forms of surveillance cameras in the real world are structured
into two main categories: analogue and digital. This diversity of camera forms is due, on the
one hand, to the manufacturers who strive to use good design in the world, and on the other
hand, to the needs and conditions foreseen for the use of these cameras.

Before the appearance of IP cameras, analogue cameras were used. Systems based on this cat-
egory use tapes to record the data acquired by these cameras. A digital video recorder (DVR)
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converts analogue video to digital, replaces tapes during the second generation. Over the last
generation, surveillance systems use IP (Internet Protocol) compatible cameras to transmit dig-
ital data over an Ethernet or wireless network. As discussed in section 2.2, the third generation
is fully digital and is generally based on IP/network cameras. However, the new intelligent video
surveillance systems use IP/network cameras alongside analogue cameras as a hybrid camera
system to benefit from their advantages.

2.3.2.2 Compression

The data traffic generated by video surveillance systems would be extremely large and could
overwhelm most networks, significantly increasing storage needs and costs. To overcome this
problem, the use of compression techniques is essential. Compression techniques involve elim-
inating irrelevant portions of images or eliminating redundant portions of the media stream.
However, in compression, the data loss rate must be taken into account, where a compromise
must be made between file size and image quality.

In general, compression is the reduction of data transmitted between system devices. In ana-
logue video surveillance systems, this compression occurs in DVRs. This compression occurs at
cameras themselves in an IP/network video surveillance system, as shown in Figure 2.2.
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Coax cable
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Figure 2.2: Compression level in the analogue and digital surveillance system

2.3.2.3 Transmission

For the recording, processing, and displaying video recorded by the camera, the latter transmits
over the network from the camera to the surveillance unit. The transmission of this data is
carried out by one of the following transmission techniques:

o Wired transmission : The KX6 coaxial cable is the most widely used for the wired trans-
mission of analogue video. It consists of a power cable and a video cable for transmitting
images and sounds with a maximum distance of 250 meters.

All analogue video transmission media can add an encoding/decoding module to the wire
transmission of digital video. The latter allows converting analogue video to digital video
and vice versa. For IP video surveillance systems, it is possible to use the Ethernet
network, which offers a throughput of up to 1 Gbps and supports a considerable distance
in the presence of switches and repeaters to regenerate the signal once weakened.
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o Wireless transmission : In this transmission mode, whether for digital or analogue
video, wireless transmission requires a transmitter and a receiver of the signal. This type
of transmission is proper when the use of cables is not possible or very expensive. Among
the wireless technologies used in IP video surveillance networks are Wi-Fi and WiMAX,
which are the most widely used and best-known. WiMAX technology is preferred over Wi-
Fi for long distances because of its wider coverage, higher transfer rate, higher transmission
volume, and better quality of service.

The wired transmission provides greater bandwidth and reliability at a reduced cost than wire-
less transmission, whereas wireless transmission is better when a large area is under surveillance
or where cables cannot be accessed in the area under surveillance.

2.3.2.4 Video management system

Video surveillance image processing is carried out at the processing unit, called the server, or at
a smart camera. The processing process includes video streaming, viewing, recording, analysing,
and searching for recorded footage. The four main categories of video management systems used
in video surveillance systems are as follows:

o Digital Video Recorder (DVR): This device appeared on the market in 1999. A DVR
is equipped with an internal hard drive for digital video recording and integrated video
processing software. It just takes video from analogue cameras and digitises the video.
The DVR is gradually disappearing due to the emergence of IP video cameras.

o Hybrid Digital Video Recording (HDVR): It is similar to the DVR, except that it
can accept signals from analogue cameras and convert them to digital and the possibility
of supporting IP cameras.

o Network Video Recorder (NVR): It is designed for an IP network architecture, and it
only supports IP cameras. However, it requires an encoder to support analogue cameras.

o Super Digital Video Recorder (SDVR): In simple terms, Super DVR is a DVR with
higher specifications due to the combination of DVR / HDVR / NVR functions.

2.3.2.5 Storage and archiving

In a typical surveillance system, servers and storage are essential components for monitoring,
recording, managing and, archiving video. When deploying an efficient storage system, the
number of cameras deployed, recording duration, recording criteria, and other factors must
be considered. Video surveillance storage systems benefit from integrating standard server
and storage components from the computer world. These can range from a low-cost desktop
computer to a server system connected to a storage area network (SAN) with petabytes of
storage that can cost millions of dollars. There are a few basic architecture types for storage
systems, all with differences in complexity, performance, cost, redundancy, and scalability. The
most common are described in the following:

o Direct Attached Storage (DAS): DAS is storage directly connected to the correspond-
ing computer or server. In the context of video surveillance systems, we can distinguish
two types:
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Figure 2.3: The basic architectures of storage systems

v Edge storage: On-board or edge video storage means storage in the camera itself,
i.e., temporary storage due to their low storage capacity. This type of storage can be
a good choice for distributed video surveillance systems.

v Single-server storage: Storage on a single server is a possible solution for video storage
in a small surveillance network (see Figure 2.3a). The hard disks are located on the
same server that manages the video management software. These hard disks can
contain terabytes or more space with long retention times.

o Network-attached storage (NAS): NAS is a server for storing computer data con-
nected to a computer network that provides access to data to all hosts/clients on the
network (see Figure 2.3b). This type of storage’s advantages includes being very easy to
install and manage, offering a cost-effective solution for storage needs, and suitable for
large video surveillance systems, not forgetting its scalability, flexibility, and redundancy.

o Storage area network (SAN): Based on the same NAS-proven sharing principle, SAN
is another particular high-speed network for storage devices. It is connected to one or
more servers, as shown in Figure 2.3c. This topology allows users to access any of the
storage devices on the SAN via the servers.

2.3.2.6 Display

In CCTV systems, the videos captured by surveillance cameras are eventually viewed for human
beings on large screens to display some surveillance videos, which could also switch between
several cameras and are generally used for previous investigations.

2.3.3 Analytics in video surveillance systems

Intelligent computer vision algorithms have been developed for automatic scene analysis to
process all video surveillance data streams. From here, the concept of an intelligent video
surveillance system (IVSS) emerged. IVSS offers systems for detecting and tracking objects and
automatically reporting suspicious events without human intervention. The intelligent analysis
methods and techniques used in IVSS belong to a recent technology called video analytics. This
latter offers solutions to process the recorded video sequence to retain security-related data. It
also improves search capabilities in archived videos.

Video analysis includes different levels of analysis and processing. Hierarchically, they are
executed from the pixel level (low level) to the behavioural level (high level). These functions
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Figure 2.4: Video analytics tasks performed in intelligent video surveillance systems

can be restricted in the following tasks: detection, tracking, classification, and identification,
as well as behavioural analysis of moving objects. The diagram in 2.4 shows the scheduling of
these tasks.

2.3.3.1 Acquisition

The acquisition process starts with the cameras. In non-real-time systems, the cameras capture
the images/frames and send them to the processing unit. At the processing unit, the received
frames are stored in temporary memories, after which the processing system takes these frames
from the tempo memory for further processing. The cameras do not capture any frames for
real-time systems until the processing unit finishes processing the previous frames.

2.3.3.2 Object detection

Object detection is used to detect any specific activity in the surveillance area, such as the
movement, appearance, or disappearance of objects. Detection is a difficult task; it generally
depends on the scene’s nature and the corresponding application.

In the literature, many motion detection techniques are based on change detection. The three
main conventional approaches to object detection are temporal differencing, background sub-
traction, and optical flow.

o Temporal differencing : This approach is based on a temporal differentiation of pix-
els between consecutive frames in a video stream. It extracts the moving regions by
analysing the temporal variation of pixel light intensity. It is swift and adapts to dy-
namic environments. Mathematically, temporal differentiation consists of calculating the
absolute difference ∆t between n consecutive frames, as shown in equation 1.

∆t(x, y) = |It(x, y)− It−n(x, y)| (2.1)

With, It(x, y) is the luminous intensity of the pixel of coordinates (x, y) of the tth image
and n ∈ [1, 5]. A fixed threshold τ allows distinguishing between the pixels belonging to
the foreground and those belonging to the background. The image of the foreground areas
F (x, y) is extracted by thresholding (see equation 2).

Ala-Eddine BENRAZEK Ph.D. Dissertation



Chapter 2. Intelligent Video Surveillance Systems (IVSS) 48

Ft(x, y) =

{
1 if ∆t(x, y) ≥ τ
0 else

(2.2)

Temporal differentiation adapts to changes in the environment over time. On the other
hand, it tends to neglect certain variations related to the movement of objects in the scene,
especially if they move slowly. Indeed, it often produces holes in the detected objects. This
technique, therefore, requires a smoothing treatment, with morphological operators and
filtering of holes and sizes that are too small. According to the movement pattern, some
techniques allow mapping areas with activity levels to focus only on large movements and
eliminate occasional movements.

o Background subtraction : The second technique is based on a background’s subtrac-
tion or a reference model from the current image. It is widely used in systems based
on fixed cameras [138–140, 301, 302]. The background subtraction consists of two steps:
background modelling and motion segmentation. Background modelling involves differen-
tiating between background and foreground objects or structures. The foreground is the
part of the image that is closest to and in front of the viewer, while the background is the
set of fixed objects along with the life of the system. The modelling of the background
creates, as a result, a reference image representing the background. Motion segmentation
involves the extraction of moving objects from a reference background.

This method, in its simple version, consists of making the difference between the intensities
of the pixels I(x, y, t) of an image I took at time t, compared to the intensities of the pixels
B(x, y) of a reference model of background B. It detects pixels (x, y) that have undergone
a significant change in intensity. These pixels form the moving objects. This is modelled
by: {

pixel(x, y) ∈ motion if |I(x, y, t)−B(x, y)| > τ

pixel(x, y) ∈ background else
(2.3)

Background subtraction has better performance in extracting information about objects,
but it is sensitive to dynamic changes or partial movements in the environment and changes
in climate or light.

o Optical flow : The optical flux is a dense field of displacement vectors that define the
transposition of each pixel in a region to describe the temporal directional rate of pixels
in two successive frames. A two-dimensional velocity vector carrying information about
the direction and speed of motion is assigned to each pixel in the frame. It is calculated
using the luminosity constraint, which assumes that the pixels’ brightness, corresponding
to consecutive frames, is constant.

To have a simpler and faster calculation, the real world in three dimensions is transferred
in two dimensions. Then the image is described using a dynamic luminosity function
I(x, y, t) dependent on pixel coordinates and time. Assuming that in the neighbourhood
of a moving pixel, the change in intensity of brightness does not occur along the field of
motion, the following expression is deduced:

I(x, y, t) = I(x+ δx, y + δy, t+ δt) (2.4)

Applying the Taylor series to the right side of equation 4, we obtain:
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I(x+ δx, y + δy, t+ δt) = I(x, y, t) +
δI
δx
δx +

δI
δy
δy +

δI
δt
δt +H.O.T 2 (2.5)

From equation 4 and 5, neglecting the higher order terms (H.O.T ) and after modifications,
we obtain:

Ix · vx + Iy · vy = −It (2.6)

Which is translated in the formal representation of the vector by:

∇I · ~v = −It (2.7)

Where ∇ is the spatial gradient of the brightness intensity, ~v is the optical flow (velocity
vector) of the pixel, and It is the time derivative of the brightness intensity.

Optical flow is used to detect moving objects independently in the presence of camera
movement. However, most of its methods require complex calculations that are difficult
to perform in real-time. In addition, optical flow is sensitive to image noise [68].

2.3.3.3 Object classification and identification

Objects detected in the previous phase will usually be classified into different classes or cat-
egories: human, vehicle, animal, etc. This classification can be done before tracking to keep
only the trajectories of relevant objects for surveillance purposes. To implement the latter, the
system goes through the following steps:

o Object segmentation :

After detecting moving objects, the foreground pixels are grouped according to the pixel
type. This operation is called segmentation, and its purpose is to resemble the pixels
to each other according to specific predefined criteria (such as colour, intensity, texture,
etc.) to build so-called segments or regions. As a result, adjacent regions are substantially
defeated concerning the same criteria. These regions are then grouped according to the
degree of similarity into homogeneous regions called blobs.

o Object representation :

The blobs created by the previous step are very useful in the classification and tracking
steps. However, blobs take up a large area of pixels and memory to store and display them
due to their formation, so compacting the blobs to represent the objects is necessary. In
the literature, several forms are commonly used to represent the detected object:

v Points: the object can be represented by a point such as the centre of gravity, the
centre of its enclosing box, or represented by several points (Figure 2.5a, 2.5b). This
approach is most commonly used because of its simplicity of processing with complex
algorithms.

v Primitive geometric shapes: this representation consists of grouping the totality of
the detected object’s points in the minimum possible form. In general, the shapes
of the object are represented by rectangles, ellipses (Figure 2.5c, 2.5d), or other
geometric shapes.

2H.O.T: Higher Order Terms
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Figure 2.5: Object representations (from [488])

v Object silhouette and contour : this approach is very suitable for tracking non-rigid
and complex shapes. It uses contours to define the boundaries or ends of the object
(Figure 2.5e, 2.5f), and all that exists inside the contours are called silhouettes (Figure
2.5g).

v Articulated shape models: articulated objects are composed of body parts that are
held together with joints. The simplest example of this representation is the human
body. To represent an articulated object, the constituent parts can be modelled using
cylinders or ellipses, as shown in Figure 2.5h.

v Skeletal models: in this representation, an object’s skeleton can be extracted to model
articulated and rigid objects (see Figure 2.5i). The skeleton can be defined as a set
of articulations that describes the dependencies and defines the constraints between
the parts’ representations.

o Object classification :

Object classification consists of distinguishing the different objects present in the image
into predefined classes such as human, vehicle, animal, disorder, etc. The four most
commonly used approaches to object classification are:

v Shape-based classification: shape-based classification is purely concerned with the
geometry of the object. Objects can be classified depending on the extracted regions’
geometry, such as enclosing boxes and external contours.

v Motion-based classification: the motion-based approach provides a robust classifi-
cation method. It does not require predefined shape models, but it has difficulty
identifying a non-moving object. Although motion-based classification has moderate
accuracy, it is inexpensive to compute.

v Texture-based classification: assigning an image to a known texture class is an essen-
tial objective of texture-based classification. With several classifiers, the main task is
the extraction of the pertinent characteristics of the textured image. These methods
give a better accuracy, but with an additional computing time.

v Colour-based classification: unlike other approaches, colour is relatively constant
during changes in perspective and is easy to acquire. The representation of colour
characteristics is the most effective way to reveal the similarity of colour images, but
the accuracy and computational time are high for colour-based classification.

o Object identification :

In the IVSS, to track the detected objects, their identities must be known. After identifying
the class to which these objects belong in the classification phase, the system moves on to
the identification stage through face recognition for people, license plate reading for cars,
etc.
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Figure 2.6: Classification of tracking methods (from [488])

2.3.3.4 Object tracking

Object tracking consists of tracing their trajectory in a well-defined period by locating their
position in the frame at each instant, i.e., the regions occupied by the object at each instant
along the video stream. This operation requires finding each object from one frame to the next.
Tracking can be done in 2D, from a single camera, or in 3D, combining two views with a known
geometric relationship.

This step’s general principle is to establish a correspondence between two instances of the same
object in the next frame. Many tracking techniques are based on mathematical methods that
predict an object’s position based on its movement history observed in previous frames. Tracking
moving objects is a complicated operation due to many factors such as the complexity of the
shape, the non-rigid nature, the movement of objects, partial or complete occlusions, changes
in scene lighting, etc.

Based on Yilmaz et al. [488] classification, object tracking approaches can be classified into
three categories, as shown in Figure 2.6. The criterion used for this classification is based on
the representation of the object discussed above.

o Point Tracking : is one or more points represent a method where objects are detected,
and the association of these points is based on the previous state of the object. This
approach is complicated and sometimes impossible to perform a correspondence between
the points, especially in the presence of occlusions, wrong detections, the presence of a
new object, and the exit of this object from the scene.

o Kernel Tracking : is based on the kernel measure of the emerging region of a moving
object between frames. The term “kernel” in our context refers to the shape and appear-
ance of the object. The object’s motion can be a parametric motion such as translation,
conformal, affine, etc., or the dense flow field calculated in the next frame. Technically, it
is a matter of measuring the object’s movement using geometric shapes such as rectangles
and ellipses. This technique’s major disadvantage is the inability to differentiate between
parts of the object or backgrounds that overlap when the object is moving.
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o Skeletal models: in most cases, objects do not have simple geometric contours, such as a
human body with complex geometric shapes. The silhouette-based object tracking method
aims to find the object in context from a region in each frame using the object models
generated by previous images. The information can be in the form of appearance density
or shape model, usually represented by contour maps. Silhouette-based tracking allows
objects of this type to be tracked correctly, as it can support accurate shape descriptions
for objects.

2.3.3.5 Behavioral analysis

Behavioural analysis is the highest-level task of intelligent video surveillance systems to interpret
an object’s behaviours, group of objects, or crowds in a scene and their interactions. In the
video surveillance context, behaviours are defined as observable actions of objects. This task
requires a semantic analysis, sometimes complex, depending on the application’s context and
the detected event.

The most widely used techniques for modelling normal behaviour and detecting deviant be-
haviour are hidden, Markov models, neural networks, and Bayesian networks. These techniques
generate an alarm based on the static divergence from the inferred model of the scene. There
are also predefined event detection methods. They are based on a system of rules. For exam-
ple, generate an alarm if an object larger than a threshold remains stationary for more than a
specific time in a given region.

2.3.4 Video surveillance system classifications

To date, a wide variety of surveillance systems are available. These systems may be classified
according to different criteria, such as automation level [161], network architecture [161], ap-
plication area [86], application-level [49], outdoor and indoor [344], and computing paradigms.
Figure 2.7 illustrates the classification and its criteria.

2.3.4.1 Classification based on the automation level

Kim in [216] classify video surveillance systems into three categories according to the level of
autonomy of the system, namely: manual, semi-autonomous, and fully autonomous.

o Manual video surveillance systems: This type of system is the most used to date
in reality. Manual systems are fully managed by qualified human operators who monitor
and analyse video recordings displayed on multiple screens. This operation requires ad-
ditional human resources and constant monitoring. As a result, fatigue and the resulting
distraction allows for common human errors.

o Semi-autonomous video surveillance systems: They are hybrid systems that com-
bine video processing and human intervention. In these systems, some tasks are performed
automatically by the system, and human operators act on others manually. The simplest
example of this system is a system that only records video containing the significant
movement and analyses it by surveillance personnel.
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Figure 2.7: Map of video surveillance system classifications

o Autonomous video surveillance systems: Fully autonomous systems are systems
that do not require the intervention of human operators. The system itself performs all
tasks in real-time, such as detection, motion tracking, and decision-making.

2.3.4.2 Classification based on network architecture

Gouaillier in [161], classify video surveillance systems into two main categories according to the
system architecture.

o Centralized architecture : In this type of architecture, all the cameras deployed in a
space such as a company or a city send the video sequences to a BS. All video processing
is done at this station. Concerning the connection of the cameras with the control station,
they are either linked by an IP network or directly connected to the station, as discussed
in section 2.3.2.3.

Among the drawbacks of this type of architecture, we mention:

7 This system requires significant storage resources and processing capacity to manage
the video streams from a large number of cameras.

7 The transmission of camera streams to a single station in a centralised network
requires bandwidth, especially in networks with many cameras. It is also causing
bottlenecks that reduced the systems’ performance, especially in terms of real-time
processing.

7 All system resources are carried out in a single processing station. Because of this
centralisation, the whole system stops if this station fails.

o Distributed architecture : The distributed architecture of the video surveillance system
is based on the principle of load sharing, where video processing and storage can be

Ala-Eddine BENRAZEK Ph.D. Dissertation



Chapter 2. Intelligent Video Surveillance Systems (IVSS) 54

shared or distributed across different system nodes. This architecture aims to use all
the resources available in the system that are not used in the centralised architecture to
provide additional resources.

The advantages of this architecture, compared to the centralised architecture, are sum-
marised in the following points:

3 Supports real-time recording without delay and eliminates the bottleneck problem.

3 Reduces bandwidth and network congestion.

3 Ensures system reliability and facilitates the expansion of the camera network.

2.3.4.3 Classification based on the application’s purpose

According to Chamasemani [86], video surveillance systems can also be classified according to
their field of application or objective. With this criterion, video surveillance systems can be
divided into five categories.

o Protection and confidentiality : This type of system was developed for the protection
of people in both public and private places. Governments commonly use these systems for
territorial security [194], and the security of public places (airports, shopping malls, etc.)
[85, 306], or by citizens for home surveillance [347].

o Object analysis: This system’s objective is to analyse objects for classification, recog-
nition, and analysis of their behaviour. This category includes facial recognition systems
[10], license plate recognition systems [456], moving vehicle classification systems [462],
etc.

o Discovery and Tracking : This category includes any research focused on identifying,
tracking, and monitoring activities of interest such as pedestrian tracking, gait-based
analysis and identification, autonomous navigation, monitoring of a complex environment,
etc.

o Traffic controlling and monitoring : Automatic traffic monitoring plays a vital role
in our lives for road traffic control. These systems address problems such as estimation of
vehicle flow rate [515], road network protection, automated vehicle speed control, highway
traffic density [373], and marine traffic [326].

o Detection of abnormal events: These systems aim at monitoring environments, de-
tecting abnormal events and alerting in special cases, such as: fire detection [147, 177],
accident detection [137, 262], crime detection [386], etc.

2.3.4.4 Classification based on the application’s level

Ben Hamida in [49] discovered a new classification of video surveillance systems based on
application-level or processing level. As seen in section 2, video analytics in IVSS starts from
the low level or pixel level for object detection to the highest level for analysing and interpreting
the object’s behaviour. Based on this processing hierarchy, video surveillance systems can be
grouped into four categories, as follows:
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o Object detection : This category of systems is based on object detection techniques only,
without proceeding to higher-level functions. These applications are used for simple tasks
such as monitoring bus and train station terminations [179], alerting to activity on the
site [16, 276], and counting incoming and/or outgoing people or vehicles to estimate traffic
congestion and the flow of vehicles on a particular road [354, 422].

o Moving object tracking and trajectory estimation : This type of system is designed
to track and estimate the trajectory of objects appearing in scenes. As examples of
the application, traffic monitoring systems, elderly monitoring systems, and systems for
monitoring workers’ activities in high-risk locations such as chemical and nuclear plants,
and systems for tracking abandoned or stolen objects.

o Object identification and classification : In most video surveillance systems, the
objects detected or tracked are classified into different categories. To do this, the system
must recognize the nature of the detected object based on the attributes of its shape or the
properties of its movement or other features. Identifying persons and vehicles authorized
[1] by facial recognition and license plate recognition are the two most common systems
in this category.

o Behaviour analysis and understanding : This system is based on the understanding
and interpretation of objects’ behaviour through the combination of information from
lower-level functions and high-level semantic interpretation. Among the systems developed
in this category, particularly tracking suspicious objects, detecting missing persons, and
surveillance older adults.

2.3.4.5 Classification based on the application environments

Another classification criterion that can be added to the other previous criteria mentioned above
is the application environment. Based on this, we can divide the systems into two categories:
outdoor and indoor video surveillance systems.

o Outdoor video surveillance system : This category includes all video surveillance
systems installed in places or locations away from building boundaries. These systems
are very complex and generally deployed over large monitoring areas, requiring significant
resources. This category includes road monitoring systems, forest fire protection systems,
and systems for detecting, tracking moving objects in public places, and border intrusion
detection systems. These systems offer a high degree of extensibility and adaptability to
weather conditions and changing lighting conditions.

o Indoor video surveillance system : This category includes applications for interior
spaces such as homes, hospitals, museums, etc. Systems of this category are less complex
systems, deploying over limited areas and requiring fewer resources than the previous
system. Some examples of this kind of system include patient monitoring systems, home
intrusion detection systems, crowd and queue control systems in airports.

2.3.4.6 Contribution to classification based on the computing paradigm

To date, several computing paradigms have emerged in the context of the IoT (sections 1.3
and 1.4 of chapter 1). These paradigms are used in various application domains to improve
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service quality performance in computing power, storage capacity, and connectivity efficiency.
Video surveillance systems are one of the application areas that have greatly improved due to
these paradigms. Depending on these systems’ needs and requirements, such as storage capac-
ity, connectivity reliability, and real-time execution, it adapts the most appropriate paradigm.
Depending on the paradigm employed, we can classify video surveillance systems into four cat-
egories: video surveillance systems based on (i) the cloud, (ii) the cloudlet, (iii) the fog, and
(iv) the edge/dew computing.

o Video surveillance system based on cloud computing : This category generally
includes video surveillance systems that require a large storage capacity to store massive
multimedia data, considering aspects of security, reliability, and fault tolerance. This
category also includes systems that require higher processing capacity to run complex video
analytics algorithms. Most systems in this category do not require real-time processing as
a result of the higher time latency problem of cloud computing (see section 1.3 of chapter
1).

o Video surveillance system based on cloudlet computing : This system usually re-
quires fast communication and execution in addition to storage and processing. The
advantage of a cloudlet or a small data centre over these systems is reducing system load
and reducing latency. Therefore, these systems are near-real-time systems, i.e., systems
that do not require a large amount of bandwidth to transfer their multimedia data over
the network.

o Video surveillance system based on fog computing : Video surveillance systems
based on the fog computing paradigm are large-scale and distributed systems that support
real-time monitoring and cooperation with other heterogeneous systems. Most systems
in this category share or distribute system tasks or processing between the fog and the
different paradigms if it supports them. Time-sensitive data is processed and stored at
the fog computing level, and the other tasks are shared in other paradigms.

o Video surveillance system based on edge computing : Systems in this category
are distributed dynamic systems based mainly on intelligent or embedded cameras with
processing, storage, and communication capabilities. Despite these meagre resources, it
plays an essential role in real-time systems that require high bandwidth and a network
supporting a large load and security and confidentiality.

2.3.5 Requirements for next generation video surveillance

With this large number of cameras and the enormous amount of data generated, camera man-
agement, transmission, storage, and analysis of data could pose many significant challenges to
existing systems, which are summarized in the following points:

o Network : The ultra-big multimedia data generated by the surveillance cameras is trans-
mitted and aggregated on a central server or processing unit. Counting all system func-
tionality on a single server may cause bottleneck congestion and latency problem that
affects the system’s reliability. In this case, conventional architecture is unable to solve
these problems. Emerging wireless communications technology deployments such as 5G
and 6G may offer a promising solution for these challenges.

Ala-Eddine BENRAZEK Ph.D. Dissertation



Chapter 2. Intelligent Video Surveillance Systems (IVSS) 57

o Architecture : With the rapid development of camera networks in terms of size and
complexity, the requirements for robustness, reliability, scalability, transferability, and
self-adaptation are higher. With the new computing paradigms that have emerged in the
IoT arena, distributed intelligent video surveillance systems offer a promising solution to
address these requirements and challenges. The latter distributes the system load over the
system’s different layers through the different emerging paradigms. For the latter solution,
several issues need to be considered for video surveillance systems:

- Is it possible to implement the system at multiple levels?

- How to partition the system load between these levels?

- To reduce the use of network bandwidth, overall cost, and efficiency, how to select
the partition and the steps to be performed?

o Optimization : There is a strong need to increase the amount of storage available to
meet the requirements, and it is costly. For that, it is necessary to reduce the amount
of video data stored by saving only permanent information and avoid information being
expurgated and useless (for example, the same person being followed by serval cameras
at the same time or videos that do not contain motion). Unfortunately, after generating
this useless data, it is too late to filter it because we will spend more processing resources
and energy after losing those resources and the storage and bandwidth to generate it for
the first time. Therefore, a new strategy must be adopted to avoid generating these data
types from the source (i.e., at the camera level).

o Real-Time : The high complexity of intelligent video surveillance system tasks (detection,
recognition, tracking, and analysis) on the server can lead to image or video processing
delays, which means that the system is not suitable for real-time operation.

o Security : Another important aspect is the security of the communication. Data may
need to be sent over open networks for some visual surveillance systems, and there are
critical issues in maintaining confidentiality and authentication.

2.4 Distributed multi-Camera coordination for IVSS

During the last few years, multi-camera surveillance systems have been the subject of particular
attention in research and industry. Today, most commercial video surveillance systems rely
on a conventional centralized architecture to perform surveillance tasks. To support the more
complex and advanced video surveillance systems offered in recent years, companies must use
distributed intelligent multi-camera coordination systems.

This emerging system is a real-time distributed onboard system that performs computer vision
using multiple cameras. This new approach was born thanks to the fusion of concurrent devel-
opments in four major disciplines: computer vision, embedded sensors, computing paradigms,
and networks. Processing images in a distributed smart camera network poses many problems
and challenges. However, we believe that the issues addressed by these systems are more impor-
tant to improve the efficiency and QoS of video surveillance systems. We agree with Bernhard
and Wayne[350] that distributed smart cameras with a coordination mechanism are critical
components for the next generation of computer vision systems and that smart cameras will
become an enabling technology for many new applications. This section presents a review of
the literature on distributed multi-camera coordination for IVSS.
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2.4.1 Basic concepts definitions

2.4.1.1 Distributed systems

o Definition

Distributed systems are systems consisting of different entities3, physically distributed but
interdependent. They work on different networked computers, but they have to exchange
and share information to work together towards a common goal.

Distributed systems have many different aspects that are very difficult to understand by a
single definition. One definition of distributed systems is given by Sander Tichelaar [416]
in a study of open distributed systems and coordination. They say:

“A distributed system is a collection of loosely coupled entities in a distributed environment,
working together to achieve a common goal”. (Sander Tichelaar, [416])

The book “Distributed Systems for System Architects” by Paulo Verissimo and Luis Ro-
drigues [430] consists of another definition of distributed systems close to the previous
one, which is as follows:

“A distributed system is a system composed of several computers which communicate
through a computer network, hosting processes that use a common set of distributed pro-
tocols to assist the coherent execution of distributed activities”. (Verissimo et al., [430])

Recently, Steen and Tanenbaum [427] suggest a new definition of distributed systems.
This definition has another characteristic that was missing:

“A distributed system is a collection of independent computers that appear to the system’s
users as a single computer”. (Steen & Tanenbaum, [427])

This definition highlights two important aspects:

v “Autonomous machine”: this point focuses on hardware resources, which can be of
different types (heterogeneous) deployed in a work environment. Each processing
node or entity is autonomous and interconnected by wired or wireless physical link
media.

v “A single coherent system”: the use of the distributed resource set is managed by a
system that provides a simplified view of the whole by hiding the distribution and
heterogeneity of resources so that users view the system as a single computer.

o Motivation to use

Among the reasons for deploying distributed systems are to share information and re-
sources, increase reliability and performance, etc. [410].

3 Information exchange: When several different nodes are connected, they will be able
to communicate with each other to communicate or exchange data if necessary.

3 Resource sharing : Consider a distributed system that links different systems or nodes
with different capabilities. Clients can then use a resource from another node, such
as a database.

3 Increased reliability : If some nodes in a system may fail due to an overload of tasks in
progress, the other nodes that are still functioning correctly can take over the tasks
of the failed nodes. This will increase the reliability of the system.

3other common names are ”nodes”, ”agents”, ”actors”, “computers”, “process”, “sites”, etc.
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3 Increased performance: If many jobs or tasks are partitioned into multiple indepen-
dent, autonomous nodes (executed in parallel), the overall performance of a system
can be better than if these tasks were performed sequentially.

o Communication modes in distributed systems

The communication in distributed systems allows the entities to complete their knowledge
and thus solve their assigned tasks. In the literature, two communication models are
commonly used: shared memory and message passing.

v Shared memory : This model was introduced by Dijkstra in 1972 [124]. In this commu-
nication model, each entity ei on a distributed system S communicates with neigh-
bouring entities indirectly using shared memory locations, called registers. These
registers allow each entity to read the status of all its neighbouring entities. More
precisely, an entity ei has access to two types of registers with each of its neighbour’s
ej : a read register rji where ei can only read the value of this register but not modify
it, and a write register wij where ei can read and change the value of this register. In
this way, each entity ei uses the write registers wij that it modifies to communicate
the new values of its variables to its neighbouring processors ej .

v Message passing : The message-passing or simply message-based communication model
is the most widely used model in distributed systems. In this model, an entity ei
communicates with neighbouring entities ej directly by sending and receiving mes-
sages through communication channels that can be unidirectional or bidirectional
according to FIFO (First-In-First-Out) property.

In this model, the most common communication modes are the following two modes:

À Point-to-point mode: Each ei ∈ S can only communicate directly with its neigh-
bours ej .

Á Broadcast network mode: Each ei ∈ S can communicate the same message si-
multaneously to several receivers ej ∈ S. However, many variations, depending
on whether or not multiple receptions in one entity create collisions and whether
or not the collisions are detectable.

2.4.1.2 Distributed algorithms

A distributed algorithm A, on a distributed system S, is a set of instructions to be executed
simultaneously on several entities ei ∈ S. Each entity can calculate, communicate, and collab-
orate with other entities to accomplish a well-defined global task. The algorithm at the level of
an isolated entity is called a local algorithm, and it usually corresponds to a classical sequential
algorithm. The set of local algorithms together constitutes a distributed algorithm. If all local
algorithms are identical, then the algorithm is said to be a uniform distributed algorithm.

Distributed algorithms are differentiated by the mode of communication used by the differ-
ent entities of S (shared memory, message exchange), by the temporal model followed (syn-
chronous, asynchronous), and by the nature of the implemented network (reliable, unreliable,
anonymous,..., etc.). The properties cited previously are detailed in the following:

• Communication mode : discussed in section 2.4.1.1.

• Synchronous communication : is an instantaneous (real-time) communication between
two or more entities. The entities must synchronize before communicating with each other.
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• Asynchronous communication : is a communication that takes place on a delayed basis
without a global clock, i.e., spatial or temporal constraints are eliminated. A message sent
by one entity arrives at the other entity at an arbitrary time.

• Reliable network : is not only constantly available. A network is reliable if it offers
sufficient capacity for lossless transmission or duplication of messages, whatever the cir-
cumstances.

• Anonymous network : is defined as one where not all entities in the network have a
unique identifier.

2.4.1.3 Distributed artificial intelligence

The Distributed Artificial Intelligence (DAI) appeared in the 1970s with the distribution of
computing units and the parallelization of algorithms. DAI studies how a group of intelligent
entities share resources and coordinate their activities so that the group’s intelligence is superior
to the intelligence set of the individuals that compose it.

DAI is an approach to solving complex problems like large-scale planning and decision-making
problems. It is capable of managing large-scale computations and the spatial distribution of
computing resources. These properties make it possible to solve problems requiring the pro-
cessing of enormous data sets. It consists of autonomous, distributed processing entities. DAI
entities can act independently, and partial solutions are integrated by communication between
the nodes. Also, DAI systems are designed to be potentially adaptable to changes in the defini-
tion of the problem or the underlying data sets due to the scale and difficulty of redeployment.

2.4.1.4 Real-Time systems

Real-time computing or reactive computing is the computer science term for hardware and
software systems subject to a ”real-time constraint”. Usually, real-time response times are of
the order of milliseconds and sometimes microseconds. To build real-time systems, it is necessary
to use design and implementation methodologies that guarantee the property of respecting time
constraints. For example, a missed deadline can be catastrophic in this system, as in air traffic
control systems or automotive systems.

The literature offers many definitions of real-time systems [77, 134, 400]. The functional defini-
tion proposed by J. Stankovic [400] is as follows:

“A real-time computer system is defined as a system whose correctness depends not only on the
logical results of computations but also on the physical time at which the results are produced.”
(Stankovic, [400])

J-P provides the operational definition of a real-time system [134]. The latter is as follows:

“A real-time system is defined as any application implementing a computer system whose be-
haviour is conditioned by the state dynamic evolution of the process which is assigned to it. This
computer system is then responsible for monitoring or controlling this process while respecting
the application of temporal constraints.” (J-P.Elloy, [134])

J-P.Elloy’s definition clarifies the meaning of the term “real-time” by altering the relationships
between computer systems and the external environment.
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Figure 2.8: Schematic representation of a real-time system

The real-time systems are reactive [58, 175, 400]. The formal definition of a reactive system was
given in [400]:

“A reactive system is a system that reacts continuously with its environment at a rate imposed by
this environment. It receives inputs coming from the environment called stimuli via sensors. It
reacts to all these stimuli by performing a certain number of operations and. It produces through
actuators outputs that will be used by the environment. These outputs are called reactions or
commands.” (J. Stankovic, [400])

A real-time system usually needs to react to every stimulus coming from its environment. More-
over, the system’s response depends not only on the input stimuli, but also on the system’s state
when the stimuli arrive. The interface between a real-time system and its environment consists
of two types of peripherals. Sensors represent input devices used to collect a flow of informa-
tion from the environment. Actuators are output devices that provide the environment with
commands from the control system (see Figure 2.8).

2.4.1.5 Cooperative systems

o Definition

A cooperative system comprises dynamic multi-entities that share information or tasks
to decide or accomplish a common goal. Some cooperative control systems might include
robots operating in a manufacturing cell, drones in search and rescue operations or surveil-
lance missions, etc. [293]. The cooperative system’s goal is to take another step towards
an environment based on information, advice, and system deployment communication.
The idea is to make the entities talk and coordinate with each other. This means that
an entity should send and receive information from neighbouring entities through exist-
ing technologies and/or new technologies, depending on the requirements. The amount
of information may indicate the level of cooperation exchanged between entities. Finally,
cooperative systems may involve task sharing and consist of heterogeneous systems if they
are composed of humans and machines [293].

According to the previous discussion, two main components cannot be ignored for the
deployment of a cooperative system: communication and coordination, in addition to the
other components listed in Figure 2.9.

o Why coordinate?

Coordination between entities of the cooperative system is crucial due to four main factors:
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Figure 2.9: Components of cooperation

3 Incomplete knowledge The entities of a cooperative system need information and
knowledge that only other agents can provide to complete their global/partial vision
of the system’s state or for decision-making purposes.

3 Limited resources: The local resources in each entity are limited. It is, therefore,
necessary to share these resources between the other entities to optimize the actions
to be carried out while trying to avoid possible conflicts.

3 Optimize costs: The cooperation between entities also reduces costs by eliminating
unnecessary and/or redundant activities.

3 Overcome dependence on objectives: Allow agents with distinct goals but dependent
on each other to meet those goals and perform their work, possibly taking advantage
of that dependence.

2.4.2 Smart cameras and embedded computer vision

Intelligent/smart camera is usually used to refer to a camera with processing, storage, and
communication capabilities (either in the same housing as shown in Figure 2.10 or close). Its
first appearance dates back to the mid-80s. These cameras can automatically identify abnormal
behaviour thanks to integrated intelligent algorithms and can extract information based on
captured images or make an intelligent decision that will be applied in an automated process. At
the beginning of its invention, there was a limitation of its capabilities in terms of sensitivity and
processing power, but later, there were significant improvements in its capabilities. This type
of camera is currently widely used in distributed architecture video surveillance systems thanks
to their ability to communicate with heterogeneous systems such as other external devices,
systems, or services.
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Figure 2.10: Smart camera architecture (from [350])
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Figure 2.10 shows a generic smart camera architecture consisting of a module for sensing,
processing, and communication. (i) The image sensor is the data source of a smart camera-
processing pipeline, implemented in either CMOS4 or CCD5 technology. (ii) The Sensor module
reads the raw image sensor data and performs some pre-processing in many cases, such as white
balance and colour transformations. This module also controls important sensor parameters,
such as capture rate, gain, or exposure, via a dedicated interface. (iii) The Processing module,
which receives the collected images from the sensing unit, executes real-time image analysis
and passes the abstracted data to the communication module. (iv) The communication module
supports various external interfaces such as USB or Ethernet.

Smart cameras provide abstract data of the observed scene. Naturally, the abstraction provided
depends on the architecture and application of the camera, and almost every smart camera
provides a different output. Smart cameras execute various image processing algorithms, in-
cluding motion detection, segmentation, tracking, object recognition, and so on. They usually
deliver colours and geometric characteristics, segmented objects, or relatively high-level deci-
sions such as wrong-way drivers or suspicious objects. Abstract results can be transferred either
in the video stream or as a separate data stream. However, the embedded IT infrastructure of
smart cameras is often exploited to perform high-level video compression and transfer only the
compressed video stream.

Smart cameras have already been used in many applications. In the remainder of this section,
we present a brief assessment of representative cases performed in different systems categories.
This overview is borrowed from the article by Rinner, and Wolf [350].

o Intelligent Video Surveillance Systems (IVSS): The fundamental task of the IVSS is to de-
tect suspicious activity in the observed scene. This includes a complex analysis of images,
starting from motion detection to segmentation, features extraction, and classification. To
extend the coverage of the spatial sensor, the IVSS is a typical example of multi-camera
systems. Most conventional IVSS, on the other hand, need little to no coordination among
individual cameras.

o Intelligent Transportation Systems (ITS): Infrastructure-based systems and vehicle-based
systems are two types of vision systems in ITS. Infrastructure-based systems are typically
large fixed multi-camera deployments. In this category, image analysis tasks are focused on
traffic monitoring. Mobile but straightforward cameras are usually used in vehicle-based
systems. In intelligent vehicles, smart cameras already play a significant role. Smart cam-
eras already play an important role in intelligent vehicles. Embedded vision components
monitor the vehicle environment and the driver’s condition and attention inside the vehi-
cle. Adaptive cruise control for intelligent vehicles based on smart camera technology or
forward collision warning systems is two implementation examples.

o Medicine: Many medical applications will benefit from smart cameras. The RVT system
from Leeser [232] is an FPGA-based smart camera that allows surgeons to see real-time
retinal images with blood vessels highlighted during surgery. Clever Systems’ PhenoScan
system, for example, analyses mouse activity for drug tests and can be used to automate
experiments. Smart cameras can be used to keep an eye on patients and medical staff.
When dealing with narcotics in the United States, for example, more than one individual
must be present, a rule that can be checked using computer vision.

4Metal-Oxide-Semiconductor
5Charge-Coupled Device
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o Entertainment and Smart Environments: Robotics, medical imaging, and entertainment
are only a few of the uses for smart cameras. In multimodal user interfaces, gesture
recognition will be critical. Princeton [243] has created a gesture recognition system based
on distributed smart cameras. Aghajan et al.[463] have used distributed cameras to build
a gesture recognition device. The authors concentrate on combining gestural elements
from various cameras to distinguish human gestures accurately. Smart cameras are used
as reliable, intelligent sensors in robotics in general.

o Machine Vision: Machine vision, which applies computer vision methods to manufactur-
ing, inspection, and robotics, has made extensive use of smart cameras. These applications
also necessitate high processing speeds and visual techniques that are thus incorporated
into the overall application.

2.4.3 Distributed system in video surveillance

Recent advances in computing, communication, and sensor technology are pushing the develop-
ment of many applications [70]. Amount this application, intelligent video surveillance systems.
These systems generally come with a relatively large amount of computational and storage re-
sources, but these are spread, both spatially and topologically. Consequently, random access
to a distant resource is costly in required network bandwidth, especially in wireless multi-hop
networks. While this issue can be trivially addressed by copying all data and letting each node
processing it separately, this does not solve the polynomially-increasing communication burden
[274].

As an alternative solution, processing in a large-scale camera network can be organized in a truly
distributed manner using smart cameras, thus providing enough processing power and storage
capacity even for complex tasks. In a network of embedded smart cameras, while, from the
system viewpoint, nodes are spread across the network, each sensor has local memory and stor-
age, and it can perform processing operations onboard [274]. According to Valera and Velastin
[426], a distributed video surveillance system with distributed storage and network commu-
nication could enable real-time intelligent monitoring, improve the reliability and stability of
video surveillance systems, and meet a variety of centralized system needs. For this reason, a
distributed intelligent multi-camera video surveillance systems are becoming more common in
today’s surveillance systems.

In a distributed framework, each of the cameras in the network acts as an autonomous entity
or agent that can record and analyze the data locally. However, data access costs depend on
the physical and topological distances between network nodes, which is an inherent property
of distributed systems in general. So, when performing processing operations in a network of
embedded smart cameras, we can move the computational steps to the edge of the network and
leave each node to perform the required actions. Then each sensor exchanges only the proper
information to its neighbours to finally reach a shared and global objective in a fully distributed
fashion [274].

This distribution aims to distribute intelligence and, in particular, to move part of the intelli-
gence closer to the edge network (i.e., to a camera). This rapprochement is explained by the
following requirements [349]:

. Speed : Solving lower-level peripheral problems not only makes the processing chain par-
allel, but also allows central processing nodes to focus on more sophisticated analysis, like
threat assessment.
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. Bandwidth: Edge-level processing eliminates the need to transmit high-bandwidth and
highly redundant data streams to central processing nodes.

. Redundancy : Increased reliability since the distributed computing platform can be recon-
figured to handle component failures.

. Autonomy : The crucial feature of a truly distributed system. A large surveillance system
is usually composed of various cameras widely dispersed over a large geographical area.
To process video data streams asynchronously, different semantic levels of knowledge must
be generated by different types of users.

2.4.4 Multi-camera coordination system

Multi-camera surveillance systems have received significant attention in both research and in-
dustry. This type of system is defined by Prabhu Natarajan et al. in [298] as a mechanism
allowing several heterogeneous cameras to capture videos, analyse, share knowledge, perform
calculations, and control actions collaboratively to submit a surveillance service.

“We define Multi-Camera Coordination and Control (MC3) as a mechanism by which multiple
heterogeneous cameras: (i) capture and analyse their videos, (ii) collect and fuse the shared
knowledge about the surveillance environment from their neighbouring camera nodes through
communication, (iii) compute and execute optimal control actions in order to perform a desired
surveillance task in a collaborative manner.” (Natarajan et al., [298])

There are complex situations in many camera systems. For example, when one or more cameras
detect an intruder is suspected, in this case, the cameras have to follow the intruder continuously
in the observed area. This means the cameras must be controlled to track the intruder at high
resolution to get more information. Also, cameras that focus on tracking the intruder must
transmit their data to their neighbouring cameras to be ready to track a potential intruder if
he enters their field of view. All these operations can only be carried out if there are proper
coordination and control among the camera nodes. Analogous to a human security team,
where each security personnel communicates with other security personnel during any policing
operation, surveillance cameras are also required to communicate and coordinate with each
other [298]. Figure 2.11 shows an illustrative example of the complex coordination between
several cameras in a multi-camera system.

Figure 2.11: An example scenario for multi-camera coordination
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2.4.5 Multi-camera coordination architectures

In this part, we present an overview of the fundamental multi-camera coordination and control
architectures that have been introduced in the literature. According to [298] and [313], there
are four basic architecture models, which are: centralized, distributed, hybrid and hierarchical
(see Figure 2.12).

(a) Centralized (b) Distributed (c) Hybrid (d) Hierarchical

Figure 2.12: Multi-camera system architecture

2.4.5.1 Centralized architecture

In a centralized architecture, multi-camera data aggregation and analysis are performed at the
BS. In this type of architecture, no autonomous decisions or processing will be performed by
any distributed cameras. The BS is usually responsible for (i) fusion of data from multiple
cameras on the network, (ii) information assimilation and, (iii) making decisions and control
the cameras [298]. Several approaches have used this architecture, such as Lu and Payande [258],
Zhang et al. [507], He et al. [181], and Lin et al. [246]. All the information that is exchanged
among the distributed cameras goes through the BS. Figure 2.12a shows the connection setup
of centralized architecture.

2.4.5.2 Distributed architecture

In contrast to centralized architectures, a distributed architecture consists of independent cam-
era nodes that operate autonomously by exchanging information with their neighbouring camera
nodes to perform the desired surveillance task (see Figure 2.12b). In this architecture, smart
cameras capable of sensing, processing, and communication are usually employed in a distributed
architecture.

The functional architecture of the centralized and distributed architecture components for a
typical surveillance application is represented in Figures 2.13a and 2.13b, respectively.

In a centralized architecture, as shown in Figure 2.13a, a camera performs object detection,
tracking, and classification and sends the results to their BS. The BS then fuses the results from
different camera nodes and decides which targets will be tracked by which camera nodes. In a
distributed architecture, each camera node performs both application-specific and coordination
tasks. As shown in Figure 2.13b, each camera performs object detection, tracking, classification
as specific tasks, data fusion, information assimilation, and decision-making as coordination
tasks. In the latter, all camera nodes share their own (local) knowledge about the surveillance
environment with their neighbouring nodes and develop the global or near-global knowledge of
the surveillance environment. Thanks to this sharing, each camera tries to make local decisions
that improve the overall surveillance objective.
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Figure 2.13: The functional architecture of components in (a) centralized and (b) distributed
architectures

2.4.5.3 Hybrid architecture

The combination of centralized and distribution architecture functionality forms the hybrid
architecture (see Figure 2.12c). In this architecture, cameras perform low-level functions such
as object detection, tracking, and classification and submit the results to the central processing
unit. The cameras make certain decisions at their level based on their own knowledge, while the
higher-level decision remains up to the BS. The BS collects data from their cameras and fuses
them to obtain useful information or make high-level decisions. This architecture combines
the advantages of centralized and distributed architecture, which motivated each of Prati et
al. in [334] and Diratie et al. [125] to use it as an architectural alternative to conventional
architectures.

2.4.5.4 Hierarchical architecture

Hierarchical architecture can also be referred to as a multi-level architecture where the level of
decision-making depends on the camera hierarchy level, i.e., the cameras in the upper layers
control the cameras in the lower layers in a hierarchical way (see Figure 2.12d). Among the
approaches using this architecture, we cite: Matsuyama and Ukita [275, 425], Bamberger et al.
[71] and Kulkarni et al. [227].

In the end, we summarize the advantages and disadvantages of these architectures in Table 2.2.

2.4.6 Application of distributed multi-camera cooperative in IVSS

2.4.6.1 Multi-camera-based IVSS

The first research on the multi-camera system was carried out with fixed cameras. The cameras’
resolution was of the low type due to their wider angle of view to cover large areas. The discov-
ery of smart cameras made a significant contribution in object tracking, on-board processing,
and obtaining detailed information about the image captured from the scene. In distributed
smart cameras, information is shared between individual cameras with distributed detection and
processing capability in a smart camera network. Ubiquitous smart cameras create autonomous
and adaptive smart camera operations, facilitating use and operation in different application
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Table 2.2: Advantages and disadvantages of camera architectures (from [313])

Architecture Advantage Disadvantages

Centralized
• Easy to control • Bottleneck communication path.
• Less collaboration among the cam-
eras

• Higher computational capability

• Simple hardware arrangement • No redundant path

Distributed
• No bottleneck communication path

• There is a collaboration among cam-
eras

• Many redundant paths.
• Less computational time.

Hybrid
• Combined the benefits of both cen-
tralized and distributed architecture.

• Ineffective in large-scale cameras

• Faster processing and communication

Hierarchical
• Scalable network • Calibration of cameras is required
• Redundancy communication path

• Consumes a lot of time• Better monitoring and control

areas. In the literature, several studies have focused on the multi-camera network, especially in
surveillance systems. For the rest, we summarize in Table 2.3 a brief overview of the literature
on surveillance systems based on a multi-camera network.

Table 2.3: Summary of recent studies on the application of multi-camera in surveillance
systems (extended from [313])

Refs Years Description

[7] 2009 This work examined the variable technologies under sensor and surveillance
systems for a vast area network. It described the modalities required for
selecting, planning, and fusion data obtained from a sensor in a multiple
sensor environment.

[377] 2009 Sheikh et al., in their work, describe the features of tracking objects in the
multi-camera system based on changes in shape, movement, and size. The
object’s shape, motion, and size are not constantly fixed, and object tracking
has been described as a region-tracking problem. The region is seen as a 2D
image plane display of an object.

[12] 2009 Aghajan book describes the basic multi-camera configurations of image de-
velopment and camera model, the geometry of the stereo vision and cam-
era matrix, the projective transformation form, and the construction of n-
cameras. The other features discussed include detection and matching and
basic evaluation algorithms in multi-camera systems.

[391] 2009 The authors create a framework for heterogeneous cameras with overlapping
FoV of the same spatial location in this work. The authors make each camera
homogenised output to avoid the need to supervise the camera or create a
constraint for the camera parameters.

[216] 2010 This work focused on the study and elucidation of object responses, detection,
and tracking to perceive the scene’s look. Also, this paper examines the large-
area control of cameras used to track a moving object in a multi-camera
system.

[370] 2010 Seema and Reisslein carried out a review of hardware and software on wireless
video sensor platforms for surveillance. Based on their investigation, they
produced a new wireless video sensor network with a low-cost frame design.
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Refs Years Description

[84] 2011 It described a real-time multi-camera-based vehicle-tracking system for tun-
nel surveillance. An algorithm (i.e., inter-camera matching) was used to
calculate the similarity of projections between vehicle images.

[409] 2012 This paper discusses the different visual sensor networks available and image
compression methods, video coding, and computer vision applicable to those
platforms.

[48] 2012 The authors present a real-time intelligent surveillance system that detects
and tracks moving objects and automatically warns of suspicious activities
such as monitoring unidentified objects and restricted areas. The proposed
approach offers different views of multi-cameras with significant overlap be-
tween their FoVs, as an association between them to resolve the occlusion in
a new and straightforward way.

[441] 2013 D’Orazio and Guaragnella further studied the importance and presented a
survey of the automatic event detection functionalities developed for multi-
camera systems, focusing on open problems restrict computer vision method-
ologies to commercial applications.

[132] 2015 This paper reviews the critical computer vision and pattern recognition tech-
nologies, including multi-camera calibration, computation of the topology
of camera views, multi-camera tracking, object re-identification, and multi-
camera activity analysis with a detailed description of technical challenges
and comparison of various solutions.

[313] 2020 The authors of this survey analyse multi-camera systems in terms of physical
arrangements, calibrations, algorithms, and their advantages and disadvan-
tages. This system is examined in four application areas of multi-camera
systems (surveillance, sports, education, and cell phones). The authors also
discuss the aspect of calibration and architecture in multi-camera formation.

[256] 2020 The first use of multi-camera collaboration for image validation as precision
compensation of lightweight models in video compression is from Y. Liu et al.
They present a video pre-processing strategy for wireless surveillance systems
using lightweight AI and multi-camera collaboration.

2.4.6.2 Co-operative camera systems

Surveillance of large areas requires using a large number of cameras to cover as much area as
possible and achieve good performance in the automatic surveillance operation. Consequently,
the need to coordinate information between cameras becomes an important issue. With the
development of smart cameras, researchers’ attention has shifted to self-control and collabora-
tion between distributed smart cameras that execute the vision algorithms we have previously
discussed and information from neighbouring cameras. In the rest, we highlight the main works
in this area.

The co-operative camera network (CNN) [323], is an indoor application surveillance system
consisting of a network of nodes. Each node consists of a camera connected to a PC and a
central console to be used by the human operator. The system signals the presence of a visually
tagged individual inside the building, assuming that human traffic is sparse (an assumption that
becomes less valid as crowd levels increase). The objective of the system is to monitor potential
shoplifters in department stores.
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A surveillance system for a parking application is described in [284]. The system architecture
consists of one or more static cameras and one or more PTZ cameras. At first, static cameras
detect and track the target. A PTZ camera is activated to capture the target’s high-resolution
video if the target has been selected. In this system, the Mahalanobis distance and Kalman
filters are used to fusion data for multi-tracking and tracking purposes, respectively.

Nguyen et al. [304] present an interesting example of a multi-tracking camera surveillance system
for indoor environments. The system is a network of camera processing modules, each consisting
of a computer-connected camera and a control module. Each camera-processing module realises
the tracking process using Kalman filters. The authors develop an algorithm, which divides the
tracking task between the cameras by assigning the tracking to the camera, which has better
visibility of the object, taking into account the occlusions. The idea is interesting because it
shows a technique that exploits distributed processing to improve detection performance.

Yeh et al. [484] proposed a cooperative dual-camera system for frontal surveillance. In this
system, the authors used two cameras to track the object correctly. The two cooperative
cameras accurately analysed the shape of the human body while the other camera predicted
the movement, position, and height of the human body. Experimental results show that the
proposed algorithm performed well when considering the clarity of close-up views for both
multiple and single objects.

To improve real-time tracking, Shuai Zhao et al. [510] propose a dynamic camera collaboration
framework based on the community concept to detect overlapping areas. This mechanism allows
through the Clique Percolation Method (CPM) to optimise the number of active groups.

Niccolò et al. [61] propose a new decentralised approach to reconfiguration the heterogeneous
camera network, where each camera dynamically adapts its parameters and position to optimise
the coverage of the scene. In the proposed decentralised reconfiguration policies, the cameras
can locally control the state of their neighbourhood and dynamically adjust their position and
parameters based on a cooperative approach.

To achieve online real-time monitoring of moving targets in smart manufacturing scenes, Anhu
et al. [236] propose a cooperative camera surveillance method based on the coarse-fine coupling
boresight adjustment principle. The master-slave camera model is established by combining
a high-resolution camera with a wide field camera. The master camera has a wide field of
view to assist in target guidance and a slave camera integrated with a Risley prism pair to
achieve efficient and high precision line-of-sight pointing and high-resolution imaging for return
on investment.

As illustrated, in a distributed multi-camera surveillance system, it is important to know the
topology of the links between the cameras that make up the system to recognise, understand,
and follow an event that may be captured on one camera to follow it in other cameras. Most of
the multi-camera systems that have been discussed in this review use a calibration method to
compute the network camera topology. Additionally, most of these systems attempt to either
combine tracks from the same target simultaneously in different camera views or distribute the
system load among all adjacent cameras to achieve a real-time system.

2.4.7 Requirements & challenges

As mentioned above, many works in the literature have identified different surveillance prob-
lems using multi-camera systems, while some propose solutions to others’ issues. Given recent
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advances in distributed multi-camera coordination systems in research, we list several trends
and challenges identified from our review.

At present, where there are multiple targets to be tracked, surveillance challenges using multi-
camera systems require multi-camera coordination. The number of targets observed by a specific
camera without losing the quality of the image captured is not estimated. Mainly when there
is a lower camera/target ratio. If this is the case, i.e. if the number of targets increases with
the number of cameras, it can exponentially increase computing time, which degrades the entire
surveillance system’s performance. This problem is particularly aggravated if the system itself
is poorly designed.

A computational and processing problem, in particular for real-time applications, is another
problem in multi-camera systems. Surveillance is a real-time activity that requires a lot of pro-
cessing power from the cameras on a surveillance network. Currently, the processing capabilities
of smart cameras are still insufficient when it comes to many cameras. Even if smart cameras
can process faster, the communication medium still limits the data transfer rate due to the
traffic load from one camera to another.

A combination of different disciplines should achieve a large-scale distributed intelligent surveil-
lance system: computer vision, telecommunications, and systems engineering are needed. There-
fore, it is essential to create a framework or methodology to design distributed extended surveil-
lance systems, from requirements generation to creating design models by defining functional
and intercommunication models as is done to create real-time distributed systems.

The main prospective challenge is to develop a large-scale distributed multi-sensor monitoring
system with robust, real-time computing algorithms capable of operating with minimal manual
reconfiguration on variable applications. These systems must be adaptable enough to automat-
ically adjust to and cope with changes in the environment, such as lighting, scene geometry,
or scene activity. The system must be sufficiently scalable, based on standard hardware, and
exploit plug-and-play technology.

There are obstacles such as pillars, walls, and barriers in many real-world surveillance environ-
ments that mask the FOV of some or maybe even all of the cameras. This may also be attributed
to privacy concerns when tracking those environmental regions. It is, therefore, highly inefficient
for cameras in such environments to persistently track the targets observed.

In cooperative multi-camera systems, the cameras must form a group to solve a surveillance
system task. Forming the right group at the right time is another critical issue. Groups must
include additional sensors specific to a task. For example, IR cameras must create a group and
collaborate when there is less or no lighting or motion detectors to activate cameras only in case
of movement. The problem of forming groups between several cameras is complex and deserves
to be studied in the future.

Distributed multi-camera coordination is complex and critical in power-consuming camera net-
works. Therefore, system algorithms must be optimised to consume less energy. This problem
needs more attention from system researchers.

Distributed multi-camera coordination systems can be seen as some form of sensor network
with different characteristics: i) fewer nodes; ii) higher computing, communication, and power
resources per node; and iii) in most cases stationary nodes with established networking [350].
The unique characteristics of distributed smart cameras as sensor networks leads us to some
important problems. The higher computing and communication rate leads us to consider more
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sophisticated distributed computing services, such as task migration, load balancing and auto-
mated camera scheduling. These are also important issues for these systems.

2.5 What next?

Over the last two decades, the IoT’s development has witnessed its vast potential in that phys-
ical environments can be equipped with intelligent things integrated with new information and
communication technologies for seamless cyber-physical interaction. However, nowadays, ob-
jects are no longer limited to personal objects such as smartphones, tablets, and smartwatches.
Today’s objects, on the contrary, include large-scale intelligent things or sensors embedded in
our environment (such as houses, vehicles, buildings, or infrastructure) connected by a gateway
device that transmits data to the processing centre. Among these things, we find visual captures
or cameras. These captures are widely deployed, and their generated data represents more than
75% of IoT traffic. Thanks to their volumetric and content generation of visual data, video
surveillance systems require significant storage resources, transmission bandwidth, and energy
consumption.

To increase the flexibility and reduce the cost of deploying video surveillance systems, smart
cameras together with a fusion of cloud, fog, mist, and edge computing paradigm and all Internet
of Things (IoT) they formed the next future generation of video surveillance systems which
called it ”Internet of Video Thing or IoVT”. IoVT is a part of the IoT capable of efficiently
processing large volumes of data, such as images and videos. Compared to conventional systems,
VSS in an IoVT framework provides multiple layers based on new computing paradigms such
as edge, mist, fog, and cloud computing as an infrastructure of communication and decision-
making by capturing and analysing rich contextual and behavioural information. IoVT aims
to develop a more efficient, flexible, and cost-effective video surveillance system adapted to the
new requirements of smart cities in terms of the safety and security of citizens in public and
private places.

From the discussion above, we can define the IoVT as:

”A network of visual capture or smart cameras, uniquely identified without ambiguity, operates
in an intelligent environment. These smart cameras can interact and communicate with each
other and/or with other IoT objects and humans using Information Communication Technologies
(ICTs) for distributed processing, data exchange/sharing, and increase system autonomy”.

IoVT objects are different from IoT objects. They require more storage space because of the
massive amount of data they generate, more computing power to process their complex data
and more energy with higher bandwidth for supporting data traffic. Table 2.4 summarises the
main characteristics of IoT and IoVT. Real-time deployment scenarios include industrial IoT,
smart cities, smart hospitals, smart agriculture, and smart homes.

Two concepts have appeared in recent years with “IoVT”: Internet of Multimedia Things
(IoMT) [24, 345, 517] and Internet of Surveillance Things (IoST) [151].

Concerning the “IoMT”, Sheeraz et al. in [24] define it as :

“The global network of interconnected multimedia things which are uniquely identifiable and
addressable to acquire sensed multimedia data or trigger actions as well as possessing capability
to interact and communicate with other multimedia and not multimedia devices and services,
with or without direct human intervention” (Sheeraz et al., [24])
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Table 2.4: Comparison of IoT and IoVT

Parameters IoT IoVT

Quantity of data generated Linear Ultra-big

Processing Low Excessive

Storage Low Massive

Bandwidth Low High

Delay Tolerant Sensitive

Energy Low High

Interoperability High High

Scalability High High

While “IoST” appears in a single article [151], but without giving a definition to any information
on this concept.

From the above definitions, we can say that the IoMT covers the problems of all the multimedia
sensors and the massive data generated by them, and IoVT focuses only on visual sensors that
represent both cameras and their types and video or image data. In contrast, IoST focuses on
the application of video surveillance in the IoT. Finally, we can propose the hierarchy of these
concepts as represented in the following diagrams (Figure 2.14):

Internet of Multimedia Things
IoMT

Internet of Video Things
IoVT

Internet of
Surveillance Things

IoVT

Internet of Things
IoT

Figure 2.14: The proposed hierarchy of IoT, IoMT, IoVT, and IoST

2.6 Conclusion

In this chapter, we have presented a review of the development status of intelligent distributed
surveillance systems, including a brief historical summary of surveillance systems (section 2.2)
and a review of current image processing techniques used in different modules that are part of
surveillance systems (section 2.3). In section 2.4, we have defined the reason for using distributed
intelligence and a cooperative distributed system in CCTV systems. Before concluding this
chapter, in section 2.5, we have presented a vision of the future of video surveillance.
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3.1 Introduction

The emergence of the IoT allows many objects to interact seamlessly and with other resources
on the network. However, the massive amount of data generated by these objects and their
distinctive characteristics make the use of traditional database systems inadequate as a solution.
For this reason, IoT requires new solutions for large-scale applications to enable fast and efficient
search and discovery of their data and services. Therefore, IoT requires scalable and efficient
distributed indexing solutions for large-scale distributed IoT networks.

In the IoT, the objects to be indexed are often more complex than simple vectors. For this
reason, data indexing has acquired more requirements. Indexes in multidimensional space are
more rigid because of their strong dependency by type or, more specifically, by their geometric
properties. This dependency makes the implementation of a flexible structure for a reliable sys-
tem very difficult. Consequently, the focus of indexing has partly moved from multidimensional
spaces to metric spaces.

The metric space has been proposed as a universal abstraction for large data volumes, or Big
data [270]. Among the main features of this space, it does not require the intrinsic structure
of the data, but only a distance function, with the properties of non-negativity, symmetry and
triangular inequality of pairs of data points [353]. The most important advantage of indexing
in metric space is that more data types can be indexed because the approach is based only on
calculating distances between objects and not on their content [498]. In other words, the metric
space is more flexible and simpler than the multidimensional space, allowing us to create an
index structure that can handle any data.

In the previous chapter, we have discussed our application area. This chapter will focus on data
generated by the IoT, including video surveillance systems as an important data source. In
section 3.2, we present the general cycle of the data management process. Then, we focus on the
management and indexing of large data in the field of IoT. Section 3.3 presents the necessary
elements to understand data indexing and searching in metric spaces as a data abstraction
space. Furthermore, in section 3.4, we present an in-depth analytical study on existing indexing
techniques in the literature.
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Figure 3.1: Life-cycle of data management

3.2 Data management

The basic logical and physical structure of the data management can be identified from different
angles. Figure 3.1 presents the main components of management, which can be summarized
in six main modules: data collection, data pre-processing,storage/update – data archiving, data
processing and analysis, query and discovery processing, and data security and confidentiality.

o Data collection : The first step in the data management process is the collection of
data by the different technologies deployed in the network (such as sensor networks (SNs),
unmanned aerial vehicles (UAVs), vehicle ad hoc networks (VANETs), etc. [154] with
different strategies based on specific criteria such as the availability of financial resources,
the amount of data, the collection period (temporal or modal), etc.

Temporal data collection involves collecting data from connected objects at specified in-
tervals, while modal data collection involves collecting data about specific elements [8].
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o Data pre-processing : Data will come from different sources with varying formats and
structures, especially in the IoT age (see Figure 3.2). To make high-quality decisions,
high-quality data is necessary. Therefore, it is necessary to check and control the data
quality before analysis [432]. For this reason, data pre-processing provides a mechanism
to transform the raw data collected by the previous module, which may be incomplete or
inconsistent and contain many errors or unusable parts, into a format that is understand-
able and ready for the analysis process [385]. The pre-processing data phase prepares the
raw data for further processing [282] and transforms it into a format that makes processing
more efficient [490]. According to studies conducted in the literature, there are three main
processes for data pre-processing:

v Data filtering and cleaning : The process of data filtering and cleansing is a crucial
step to achieve good results. This process is used to identify and remove inaccurate,
incomplete, redundant and inconsistent data [229]. In this way, the storage cost is
reduced, and data is transmitted faster [364].

v Data Integration : Data integration is defined as a set of techniques used to provide a
single or unified view of data distributed over different sources [14]. Integrated data
is used in the aggregation phase for a more detailed summary.

v Data aggregation and fusion : As the size of IoT data is important, aggregation tech-
niques play a key role in improving the global efficiency of IoT networks [472]. Data
aggregation’s fundamental objective is to efficiently aggregate and collect massive
data packets before being transmitted to the base station for storage. Data aggre-
gation aims to reduce power consumption, improve network lifetime, and increase
data accuracy [342]. Figure 3.3 shows a classification of data aggregation techniques
according to [331].

The sensor nodes are organized in a tree where
l′agrégation data is performed at intermediate nodes
along l′arbre and aggregated data is transmitted to the
root node.

Sensors can transmit data to a nearby aggregator or
cluster head that aggregates data from all the sensors
in its cluster and transmits it to the sink.

All nodes simply transmit the data packet on the
shortest possible path to the central node and this
node performs l′agrégation data from all nodes and
the result of this process d′agrégation will be a single
packet.

Tree-based technique

Cluster-based technique

Centralized

Aggregation
techniques

Figure 3.3: Classification of data aggregation techniques (from [331])

o Storage/Update – Data archiving : In the management of IoT data, it is difficult to
obtain optimised and efficient query execution results, especially when the data in question
is massive and large-scale. In the data management life-cycle, the storage phase ensures
the efficient storage and organisation of massive data and the continuous updating of
data with new information. It becomes available for further processing and analysis and
more in-depth queries. Archiving refers to the long-term offline storage of data that is
not immediately necessary for system operation. The heart of centralised storage is the
deployment of storage structures that adapt to the different data types and the frequency
of data entry [8].
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Indexing techniques are gaining popularity as solutions for organising data to complete the
storage phase, as they improve performance and facilitate the efficient retrieval of large
data sets.

v Indexing : Indexing of heterogeneous and dynamic big IoT data requires distributed,
efficient and scalable mechanisms that can provide fast data access and retrieval to
meet user demands [141]. Building and storing indexes is prohibitively expensive,
both in terms of storage and processing. However, distributed dynamic indexing has
been recognised as an essential step in the storage phase.

o Data processing and analysis: Data processing is a fundamental phase in the lifecycle
of data management. This step is defined as a conversion method/process used to extract
and convert stored data into valid and relevant information [214]. The data processing task
is recognised as a complex, resource, and energy-intensive procedure compared to other
data management lifecycle processes. Several key factors, namely control this process :

. Sensor type

. The state of the environment

. Measurement and data quality control

. The efficiency of data storage and organisation

. Data processing techniques

o Query and discovery processing : End users (machines, services, or human users) in
IoT applications can discover and query a particular data/object with specific characteris-
tics [141]. If the characteristics are known in advance, the user can search for exact queries
or search for objects similar to a corresponding object if the user does not know in advance
the characteristics of the data/object in question (similarity or inexactness queries). In
this framework, query processing efficiency is highly dependent on the efficiency of the
organisation or indexing structure of the data in the database.

o Data security : The security (integrity, confidentiality, availability, and accountability)
of data is a process that touches every step of the data management life-cycle. Data
security and privacy are essential for IoT networks because some objects that generate
data may be the property of particular entities, data intended for military or government
applications, or private individuals, such as data generated by medical devices [8].

In our context of work, we are interested in ”Storage/Update – Data archiving” and ”Query
and discovery processing” of the data management life-cycle and, in particular, in the massive
indexing of data in the context of the IoT.

3.3 Foundation of metric indexing: Theoretical background

Images in our context go through the feature extraction process, so every image is represented
as a K-dimensional feature vector. The basic assumption is that the two images are similar
according to a distance metric if the corresponding feature vectors are similar. The metric
space approach is very important in building effective indexes for similarity searching. The
most important advantage is that many data types can be indexed because the metric space
does not make any requirements on their content or the intrinsic structure of the data, but only
a function of distance [271, 498].
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3.3.1 Metric space

In the context of IoT data, ”variety” is relatively less studied. To conquer ”variety”, one can
first find a universal abstraction covering different data types and then build a data management
and analysis system based on universal abstraction characteristics. According to J.-L. Verley
[431], the notion of metric space, was introduced by Fréchet and later developed by Hausdorff.
Metric space has been proposed as a universal abstraction for data [270]. Among the main
features of this space, it does not require the intrinsic structure of the data, but only a distance
function, with the properties of non-negativity, symmetry and triangular inequality of pairs of
data points [353].

Definition 3.1 (Metric Space). A metric space M is a two-tuple (X , d), where X is a set of
valid objects and d(·, ·) is a distance function to measure the ”similarity” between two objects
or two elements of X . In particular, the distance function present in (3.1) has four properties:

d : X × X =⇒ R+

1. Non-negativit :
∀x, y ∈ R, x 6= y =⇒ d(x, y) ≥ 0 (1)

2. Symmetry :
∀x, y ∈ R, d(x, y) = d(y, x) (2)

3. Identity :
∀x, y ∈ R, d(x, y) = 0 =⇒ x = y (3)

4. Triangle inequality :
∀x, y, z ∈ R, d(x, y) + d(y, z) ≥ d(x, z) (4)

3.3.2 Distance measurements of metric space

This section provides some kinds of distance functions used in practice on different types of
data. Distance functions can be adapted to a specific application or field of application. An
expert then specifies them. However, the definition of a given distance function is usually not
limited to a single type of query.

According to [219], distance functions can also be classified according to their computational
cost. The simplest ones are linear in the size of the object, which is optimal. Others are already
quadratic, such as the distances between sets or the editing distance described above. But
others, maybe even more complex. In this thesis, we are not directly interested in the distances
used, but we take this constraint into account and minimise distance calculations.

Minkowski distances

Minkowski distances represent a complete family of metric functions, referred to as Lp, be-
cause the individual instances depend on the parameter p. These functions are defined on
n-dimensional vectors of real numbers, as indicated in definition 3.2:
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Definition 3.2 (Minkowski Distances). The Minkowski distance of order p (where p is an
integer) between two points X = (x1, · · · , xn) ∈ Rn and Y = (y1, · · · , yn) ∈ Rn is defined as:

Lp(X,Y ) = p

√√√√ n∑
i=1

|xi − yi|p (5)

Minkowski distance is typically used with p being 1 or 2, which correspond to the Manhattan
distance and the Euclidean distance, respectively. In the case of p reaching infinity (p→∞), we
obtain the Chebyshev distance (is also called the maximum distance or the infinite distance).

v Manhattan distance (L1) is described simply as follows:

L1(X,Y ) =
n∑

i=1

|xi − yi| (6)

v Euclidean distance (L1):

L2(X,Y ) = 2

√√√√ n∑
i=1

|xi − yi|2 (7)

v Chebyshev distance (L∞)

L∞(X,Y ) =
n

max
i=1
|xi − yi| (8)

3.3.3 Similarity queries in metric space

In the current IoT era, exact match recovery, typical of traditional databases, is neither feasible
nor meaningful for large-scale data and emerging data types in the Big IoT era. The reason is
that modern digital collections’ ever-expanding data suffer from a lack of structure and accuracy.
For this reason, what constitutes a match with demand is often different from what is involved
in more traditional and well-established fields.

As an alternative solution, a new search paradigm is introduced, the latter being known by
Similarity Queries. This search paradigm measures a query object’s proximity, similarity, or
dissimilarity to objects stored in a database to be searched. Roughly speaking, the objects close
to a given query object form the set of answers to the query. The mathematical concept of
metric space [212] provides a useful abstraction for proximity [498].

The problem of indexing metric spaces can be defined according to [126] as follows:

Problem 3.3.1. Let O be a domain, d(·, ·) a distance function defined on O , and M(O; d)
a metric space. Given a set X ⊆ O of n elements, preprocess or structure the data so that
similarity queries can be answered efficiently.

A similarity query is defined explicitly or implicitly by a query object q and a constraint on
the form and extent of proximity required, typically expressed as a distance. The response to

Ala-Eddine BENRAZEK Ph.D. Dissertation



Chapter 3. Indexing Data Techniques 81

a query returns all objects that satisfy the selection conditions, presumed to be those close to
the given query object. In the following, we define the two best known and most used types of
similarity queries.

o Range Query

The query Q(q, r) is specified by the query object q ∈ O, and the query radius r and
retrieves the subset of all elements that are at a distance less than r from a given element
q. The following definition can formally describe this:

Definition 3.3 (Range query). Let M(O; d) a metric space, q ∈ O a request point, and
r ∈ R+ the query radius:

Q(O, d, q, r) = {o ∈ X : d(q, e) ≤ r} (9)

A range query is simply determining the subset of elements in a metric space belonging
to the extension of a ball. Figure 3.4a shows an example of the range query. Another
example of a range query in a geographic application, carried out with a mapping system:
”Q: Give me all the museums located within a radius of 2 km from my hotel”.

Remark 3.3.1. A query object q does not necessarily have to belong to the object dataset,
i.e., q /∈ X . On the other hand, the query object must be included in the O metric space
domain, i.e., q ∈ O. This statement applies to all possible types of queries.

o1

o2

o3

o4

o11

o7

o6

o9

o8
o12

o10

o5

q

r

(a) Range query Q(O, d, q, r)

o1

o2
o3

o4

o11

o7

o6

o9

o8
o12

o10

o5

q

(b) kNN query NN (O, d, q, k)

Remark 3.3.2. When the search radius is equal to zero, the range query Q(O, d, q, 0) is
called a point query or exact match. In this case, we look for identical copies of the query
object q. Usually, this type of query is used in deletion procedures when we want to locate
objects to remove them.

o k Nearest Neighbor query (kNN) In the nearest neighbours query, we look for the
k objects most similar to a given element q. The query is nothing more than a reference
element q, and the number of elements searched k. The set of answers is never empty,
except when the set is empty or trivial exceptional cases. In addition, the size is defined
beforehand by the user. The elementary version of this query finds one nearest neighbour
(1NN), the object closest to the given query object.

The following definition can formalise this type of query.

Definition 3.4 (k Nearest Neighbor Query). LetM(O; d) a metric space, q ∈ O a request
point, and k ∈ N the required number of answers.
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NN (O, d, q, k) = {S ∈ X , |S| = K ∧ ∀x ∈ S, y ∈ {X − S} : d(q, x) ≤ d(q, y)} (10)

Here again, it is a query of determining a subset in extension from a ball. The difference
compared to a range query seen previously is that the radius r is initially unknown.
Therefore, it will be determined afterwards as the distance to the kth element of the
answer. Figure 3.4b illustrates an example of the k query of the nearest neighbour.

Remark 3.3.3. In the case where several objects are at the same distance from the request,
the choice is made randomly [126, 498].

Remark 3.3.4. If the collection to be searched consists of fewer than k objects (|X | < k),
the query returns the whole database (|S| = |X |) [126, 498].

3.3.4 Basic partitioning policies

Partitioning is one of the essential concepts of any storage system. It aims to partition the
search space into subgroups, such that only some of these groups are searched once a query is
given. Uhlmann [424] identified two basic partitioning schemes, ball partitioning and generalized
hyperplane partitioning. In the following, we briefly define these techniques.

o Ball partitioning

A ball is a topological notion that generalises a disc in the Euclidean plane and a sphere
in space. Ball partitioning breaks the set O into subsets X1 and X2 using a spherical cut
with respect to p ∈ O, where p is the pivot, chosen arbitrarily. Let dm be the median of
{d(oi, p),∀oi ∈ X}. Then all oj ∈ X are distributed to X1 or X2 according to the definition
3.5:

Definition 3.5 (Closed Ball). LetM(O; d) a metric space, a set X ⊆ O a pre-treated or
structured data, p ∈ X a pivot object, and dm ∈ R+ the radius of coverage. B(O, d, p, dm)
defines a ball that partitions the space into two parts:

X1 = {o ∈ X : d(o, p) ≤ dm}
X2 = {o ∈ X : d(o, p) > dm}

(11)

In this definition, X1 represents the interior of the Ball and X2 represents the exterior of
the Ball.

Figure 3.5a illustrates an example of ball partitioning in the Euclidean case.

Definition 3.6 (Intersection between balls). LetM(O; d) a metric space, B1 (O, d, p1, dm1)
and B2 (O, d, p2, dm2) two closed balls. Then, there is a non-empty intersection between
B1 and B2 if, and only if :

d(pa, p2) ≤ r1 + r2 (12)

o Generalized hyperplane partitioning

In generalized hyperplane partitioning, two distinguished objects p1, p2 ∈ X 2 arbitrarily
chosen, and the data set X is partitioned into subsets X1 and X1 according to the following
definition 3.7.
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p

dmX1
X2

(a) Closed Ball B(O, d, p, dm)

X2

X2

(b) GH partitioning H(O, d, p1, p2)

Definition 3.7 (Generalized Hyperplane). Let M(O; d) a metric space, p1, p2 ∈ X 2 two
pivot points, whith d(p1, p2) > 0. Generalized hyperplane (H) is defined as:

H(O, d, p1, p2) = {o ∈ X : d(p1, o) = d(p2, o)} (13)

(H) allows to partition the space into two sub-spaces :

X1 = {o ∈ X : d(o, p1) ≤ d(o, p2)}
X2 = {o ∈ X : d(o, p1) > d(o, p2)}

(14)

According to equation 14, all objects of subset X1 are closer to p1 than to p2, while the
objects of subset X2 are closer to p2 (see Figure 3.5b).

3.4 Approaches of indexing techniques

Several indexing techniques have been introduced to address the problems of indexing large
data. This paper provides a comparative performance study of recent indexing techniques and
their ability to solve large data indexing problems. In addition, these techniques are examined
according to a proposed taxonomy (see Figure 3.6).

Figure 3.6 describes the classification of indexing techniques according to space. Indexing tech-
niques can be classified into two main categories: (i) Multidimensional Space and (ii) Metric
Space.

Indexing Techniques

Indexing structure in a
multidimensional space

Indexing structure in a metric
space

Hashing-based technique Tree-based techniques Bitmap-based technique Tree-based techniques

Figure 3.6: Global taxonomy of indexing techniques
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Hashing-based Technique

Data Independent Hashing Data Dependent Hashing
(or Learning-based Hashing)

Locality-Sensitive Hashing (LSH)
([18], 1999)

Supervised Hashing Semi-supervised HashingUnsupervised Hashing

MultiProbe LSH ([20], 2007)
&nbsp;([21], 2008 )

BayesLSH ([22], 2012)

Boosted LSH ([23], 2005)

Super-bit LSH ([24], 2012)

Non-metric LSH ([25], 2010)

Kernelized LSH (KLSH) ([26], 2009)

Asymmetric LSH (ALSH) ([27], 2014)

Spectral Hashing (SH) ([29], 2009)

Spherical Hashing ([34], 2012) ([33],
2017)

Shared Hashing ([35], 2014)

Multiple Hashing ([33], 2017)

Graph Hashing (GH) ([30], 2015)
([31], 2014) ([32], 2017)

Manifold Hashing ([36], 2013)
([37], 2014)

Online Dynamic Multi-view Hashing
(DMVH or ODMVH) ([38], 2017)

Robust Discrete Spectral Hashing
(RDSH) ([40], 2015)

Distributed Indexing based on
Sparse-Hashing (DISH) ([41], 2019)

Kernel Based Supervised Hashing
(KSH) ([47], 2012)

Minimal Loss Hashing (MLH) ([50],
2011)

Fast Supervised Discrete Hashing
(FSDH) ([51], 2014)

COlumn Sampling based   DIscrete
Supervised  Hashing  (COSDISH)

([52], 2016)

Linear Discriminant Analysis Hash
(LDAHash) ([48], 2011)

Supervised Discrete Hashing (SDH)
([49], 2015)

Semi-supervised Discriminant
Hashing (SDH) ([56], 2011)

Semi-supervised Hashing (SSH)
([53], 2012) ([54], 2010)

Bootstrap-NSPLH ([57], 2012)

Semi-supervised multi-view discrete
hashing (SSMDH) ([60], 2017)

Label-regularized Max-margin
Partition (LAMP) ([55], 2010)

Semi-supervised Topology-
Preserving Hashing (STPH) ([58],

2013) ([59], 2014)

Deep hashing

Bit-Scalable Deep Hashing (DRSDH)
([67], 2015)

Convolutional Neural Networks for
Text Hashing (CNNTH) ([65], 2015)

 Asymmetric Deep Supervised
Hashing (ADSH) ([68], 2017)

Hashing with Mutual
Information ([71], 2019)

Hash coding with Deep Neural
Networks (HDNN) ([66], 2015)

Hashing as Tie-Aware Learning to
Rank ([69], 2018)

Fast Supervised Hashing (FSH)
([42], 2017)

Figure 3.7: Taxonomy of hashing-based indexing techniques

3.4.1 Multidimensional indexing techniques

A multidimensional space is defined when the set elements are considered vectors (i.e., the
data has a given number of dimensions), homogeneous or heterogeneous, whose components
are totally ordered. Thus, indexing techniques in multidimensional spaces can be classified into
three main types according to the type of structure used: 1) Hashing-based technique, 2) Tree-
based technique, and 3) Bitmap-based technique. In the following, we review the three types of
multidimensional indexing techniques.

3.4.1.1 Hashing-based technique

This is a more popular technique in the field of multidimensional data indexing due to its ability
to transform a data item into a low-dimensional representation (shortcode composed of a few
bits) [436]. Hashing-based indexing structures are more efficient in terms of time and storage
space [122] and can detect duplicate data in a large dataset [297]. There are many methods
based on the hashing technique applied to several real applications, such as computer vision,
information retrieval, and analysis (e.g., images, videos, documents) [375]. According to Figure
3.7, hash-based indexing structures can be classified into two main streams: data independent
hashing and data dependent hashing (or learning-based hashing).

o Data Independent Hashing

Among the data independent hashing methods, the Locality-Sensitive Hashing (LSH) developed
by Gionis et al. [157] is the most popular in literature. It allows retrieving a sufficient set of
Approximate Nearest neighbours (ANNs) in high dimensional space. One of the main criteria
of the LSH techniques family is the hash function which returns, with high probabilities, the
same bit for close data points in the original space [439]. Since LSH’s proposal, several variants
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have been proposed to improve the SLH method as : MultiProbe LSH [129, 260], BayesLSH
[366], Boosted LSH [374], Super-bit LSH [199], Non-metric LSH [291], Kernelized LSH (KLSH)
[226] and Asymmetric LSH (ALSH) [384]. However, LSH-based techniques suffer from increasing
storage costs and search time due to the long binary codes and high hash functions required when
the recovery precision is improved [439]. Data-independent hash methods are well suited for
small data, but they are insufficient to handle large data. Table 3.1 summarises the advantages
and disadvantages of the above methods, as well as their challenges.

o Data Dependent Hashing

Several methods have been proposed in the hash stream to overcome the problems and limita-
tions of data independent hash methods, depending on the data. These methods are classified
into three categories according to the degree of supervision, namely: (i) Unsupervised hashing,
(ii) Supervised hashing, (iii) Semi-Supervised hashing, and (iiii) Deep hashing.

v Unsupervised Hashing

For higher precision in the design of compact hash codes, unsupervised hashing methods aim to
integrate data properties such as distributions and multiple structures [242]. Reference methods
include Spectral Hashing [459], Graph Hashing [200, 252, 382], Multiple Hashing [414], Spherical
Hashing [183, 414], Shared Hashing [254], manifold hashing [193, 379], etc.

Recently, a novel unsupervised online hashing method for online image retrieval was proposed
by Liang et al. [473], called Online Dynamic Multi-view Hashing (DMVH or ODMVH), ca-
pable of adaptively increasing hash codes according to dynamic changes in the image. These
hashing techniques also use multi-view features to achieve more efficient hashing performance.
DMVH has limited performance because it is an unsupervised method and has not exploited
any discriminative semantic information [257].

Yang et al. [481] developed a novel unsupervised hashing approach, named Robust Discrete
Spectral Hashing (RDSH), to facilitate large-scale semantic indexing of image data. RDSH can
simultaneously learn discrete binary codes and robust hash functions in a unified model. Due
to the latter’s difficulty, the authors included the offline process for learning binary codes and
the coding functions and the online procedure for indexing images with semantic annotations.
Initially, the real value representation is learned from the original space of the entities using
methods such as spectral hashing (SH). Then, the real representation is transformed into binary
codes through binarisation based on learning. Several experiments have been performed on var-
ious real-world image datasets to demonstrate its effectiveness in large-scale semantic indexing
approaches. Compared to locality-sensitive hashing, spectral hashing generates a very compact
hash code, but it is not appropriate for a large and dynamic database. A new Distributed
Indexing method based on Sparse-Hashing (DISH) in cloud computing was developed by André
et al. [289] to address the difficulties associated with distributing an index of high-dimensional
feature vectors to multiple index nodes and search for large-scale distributed images. DISH al-
lows documents and queries to be distributed in a balanced and redundant way between nodes.
Table 3.2 provides a comparison of the technique discussed above.

v Supervised hashing
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Supervised hashing methods are based on machine learning techniques such as decision trees
[244] and neural networks [470]. These methods aim to generate intelligent indexes that can
predict the unknown behaviour of the data [59, 225]. The supervised hashing methods allow
treating semantic similarities and the search for medical images on a large scale [242, 322].
Many representative methods have used some form of supervision to design more efficient the
hash functions: Kernel-Based Supervised Hashing (KSH) [253], Linear Discriminant Analysis
Hash (LDAHash) [403], Supervised Discrete Hashing (SDH) [378], Minimal Loss Hashing (MLH)
[311], Fast Supervised Hashing (FSH) [244] and Fast Supervised Discrete Hashing (FSDH) [165].

Liu et al. [253] proposed a supervised hash method with kernels (KSH) in the Hamming space,
where the hash codes obtained for similar data are similar hash codes (minimises similar pairs),
and for different data, the hash codes received are different hash codes (maximises dissimilar
pairs). Kang et al. [208] proposed a discrete supervised hashing method, called column sam-
pling, based on discrete supervised hashing (COSDISH). COSDISH operates iteratively, and
in each iteration, several columns are first sampled from the semantic similarity matrix and
then the hashing code is decomposed into two parts and alternately optimise in a discrete way.
Compared to FSH [244], which cannot use all training points due to time complexity, COSDISH
can use all training data points. Table 3.3 compares several supervised hashing techniques.

v Semi-Supervised hashing

Due to the complexities of the exhaustive search of data labels in the database, semi-supervised
hashing methods can use hash functions capable of training on two types of data, whether
labelled or unlabeled data (partially labelled). In other words, semi-supervised hashing is a
combination of unsupervised and supervised hashing [322]. The semi-supervised hashing method
aims to minimise the empirical error of labelled datasets and improve the binary encoding
performance. Semi-supervised hashing methods can handle semantic similarity, and dissimilarity
between data [438] based on non-weighted distance and simple linear mapping. Representative
methods include the Semi-supervised Hashing (SSH) [437, 438], which is considered one of the
most popular methods, along with Label-regularized Max-margin Partition (LAMP) [290], Semi-
supervised Discriminant Hashing (SDH) [217], Bootstrap Sequential Projection Learning for
Semi-supervised Nonlinear Hashing (Bootstrap-NSPLH) [464] and Semi-supervised Topology-
Preserving Hashing (STPH) [501, 502]. Lately, Zhang and Zheng in [499] presented a new
semi-supervised hashing named semi-supervised multi-view discrete hashing (SSMDH). SSMDH
minimises the loss jointly when using relaxation on learning hashing codes on multi-view data.
SSMDH reduces the loss of regression on a portion of the labelled samples, which increases the
discrimination ability of the learned hash codes. Table 3.4 compares several semi-supervised
hashing techniques.

v Deep hashing methods

Several studies have used deep learning techniques, such as in image classification [188, 231]
and object detection [173, 249] methods. In addition, some hashing methods available in the
literature have focused on the adaptation of deep learning techniques and, in particular, deep
artificial neural networks (DANS) to take advantage of deep learning, such as Convolutional
Neural Networks for Text Hashing (CNNTH) [475], Simultaneous Feature Learning and Hash
Coding with Deep Neural Networks [230], Bit-Scalable Deep Hashing With Regularized Simi-
larity Learning for Image Retrieval and Person Re-Identification (DRSDH) [508], Asymmetric
Deep Supervised Hashing (ADSH) [201], and Hashing as Tie-Aware Learning to Rank [180].
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Due to the automatic learning ability of the deep learning methods, deep hashing methods have
shown better performance than traditional hashing methods [241]. Hash methods that adapt
to in-depth learning can be based on unsupervised or supervised learning, but most of these
methods are supervised, with supervised information given with triplet labels [81]. Jiang and
Li [201] proposed Asymmetric Deep Supervised Hashing (ADSH) for large-scale nearest neigh-
bour search. ADSH learns a deep hash function only for query points, while the hash codes for
database points are directly learned to reduce the training time complexity. Table 3.5 below
shows a comparison of some key advantages and drawbacks of deep hashing techniques.

The most significant difference between unsupervised hashing and (semi-) supervised hashing is
the availability of label information for learning hash functions [440]. Compared to unsupervised
hash methods, supervised methods are much slower in terms of time and effort due to the
overload of the training process and the absence of label information. Thus, the unsupervised
techniques are potentially valuable for practical applications as they do not require any labelled
information [102, 238]. On the other hand, supervised techniques consider the advantage of
explicit semantic labels of the data, which provides higher efficiency than unsupervised hashing
techniques [122].

In general, to achieve satisfactory performance with data-independent methods, many hash ta-
bles or long hash codes are required, making them less effective in practice than data-dependent
methods. For data-dependent, hashing methods (unsupervised, supervised and semi-supervised
hashing) are needed for new solutions to address optimisation to learn hash functions and hash
codes.

Tree-based Technique

No partitioning of space
(partitioning data) Partitioning of Space

R-tree ([81],
1984)

X-tree ([82],
1996)

SR-tree ([83],
1997)

Hilbert R-tree
([90], 1993)

SS-tree ([91],
1996)

R*-tree ([89],
1990)

R+-tree ([88],
1987)

BFM & R-
tree([94], 2013)

DCC & R-tree
([95], 2017)

ER+-tree ([100],
2019)

E-tree ([97],
2014)

R*Q-tree ([101],
2011)

Quad-tree ([105],
1974)

Pyramid ([107],
1998)

VA-file ([108],
1998)

KdB-tree ([114],
1981)

Adaptive Kd-tree
([113], 1976)

Kd-tree ([104],
1975)

SKd-tree ([115],
1987)

ND-tree ([129],
2017)

PaIndex ([130],
2017)

QbMBR-tree
([132], 2018)

Skip-Octree
([134], 2015)

Octree ([134])

SkipNet-Octree
([135], 2018)

aX-tree ([139],
2018)

SUSHI ([102],
2011)

PH-tree ([122],
2014)

BB-tree ([141],
2019)

B-tree ([76],
1991)

MLB+-tree ([131],
2018)

B+-tree ([77],
1993)

BUB+-tree ([80],
2002)

UB-tree ([79],
1997)

T-tree ([78],
1985)

X+-tree ([140],
2012)

Indexing structure in a multidimensional
space

Figure 3.8: Taxonomy of tree-based indexing techniques

3.4.1.2 Tree-based technique

Multidimensional data has several dimensions. In metric spaces, this notion disappears; not
only does it disappear because the object is only considered as a whole and not as a set of
components, but also because some objects are naturally without any perceptible dimension.
This is the case of a sequence of characters, a set of elements of any description, a graph, etc.
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This section presents some tree indexing techniques. Several other authors have proposed refer-
ence books or syntheses on the subject. Also, some authors have considered multidimensional
indexing techniques as unsupervised classification methods. It is important to note that in a
classification, the classes are not of the same cardinal and that, in a hierarchical classification,
not all leaf classes are located at the same depth. Indexing techniques can be classified according
to two main approaches:

o No partitioning of space (partitioning data)

The primary idea of data partitioning consists in creating data packets or clusters, also called
“inclusion forms”. In the literature, there are three data-partitioning methods: those whose
minimum bounding regions (MBR) are hyper-cubes, those whose MBRs are hyper-spheres and
those whose MBRs are hyper-plane [453]. The main representative techniques of this approach
include the B-tree [399] (and its and its variants: B+-tree [398], B*-tree, T-tree [233], UB-tree
[46], BUB-tree [144], etc.), R-tree [170], the X-tree [56] and the SR-tree [210].

R-tree is a hierarchical data structure based on B+-tree, where it is used to index Spatio-
temporal data of n-dimensions. R-tree generates several small minimum bounding rectangles
(MBR) [170] to reduce dead spaces. R-tree is a balanced [5] and dynamic structure [170] that
is very efficient for range requests [452]. The disadvantages of the R-tree structure reside in
the increase in space, time, and complexity of the calculations because of overlapping multiple
MBR regions [209]. Because of the overlapping, R-tree is inefficient for point location queries,
which can degrade the performance of the search process [269].

Several extensions have been proposed based on the R-tree structure to address the weaknesses
of this structure mentioned above. Among these extensions, it can be noted: R+-tree [371],
R∗-tree [47], Hilbert R-tree [207] and SS-tree [461].

X-tree (eXtended node-tree) [56] is an R-tree based structure developed to prevent overlap
between MBRs through the newly proposed node type. These nodes are extended nodes of the
variable size called Super-nodes (eXtended node). Due to this type of node, X-tree supports
large data indexing with less overlap and less performance reduction compared to the R-tree
structure. X-tree is a hybrid index that consists of a hierarchical part (tree) and a linear part
(list). X-tree is a variable structure where size and complexity are difficult to calculate because
of their sensitivity to size, distribution of data [63]. In addition, X-tree consumes a lot of
memory space for storage, and its performance is limited to the data dimension.

R-tree nodes and their variants reduce the number of partitions that occur in the R-tree con-
struction and increase the spatial utilisation of the R-tree to solve the problem of overlapping,
which influences the construction performance and requests efficiency. Yang et al. [479] pro-
posed a new lazy splitting strategy to optimise the R-tree generation process. Bloom Filter
Matrix (BFM) is a multidimensional data indexing structure developed by Wang et al. [451] to
solve the problem of decreasing index performance for high-dimension data. BFM uses a multi-
dimensional matrix based on the Cartesian product of bloom filters, where each filter represents
an attribute of the original data. Although the BFM structure demonstrates a multi-attribute
data indexing speed and searches accuracy, it suffers from a very high space consumption [449],
making it inadequate for IoT applications where data is massive. For an efficient R-tree in-
dex, Wang et al. [442] proposed a new retrieval method, called the Dynamic Clustering Center
(DCC) method, which allows choosing the optimal cluster centre according to the distance in-
dicator R during the construction of the R-tree spatial index. This technique aims to make the
R-tree structure more compact, reduce multipath searches and improve search efficiency.
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Table 3.7: Summary of advantage and disadvantage of multidimensional indexing techniques based on data partitioning

Proposition Ref Advantages Disadvantages & Challenges

B-tree [399]
• Simple structure • Consumes a lot of computing resources

• Support only one-dimensional
data

• Balanced in insertion and deletion • Requires large storage space
• Efficient for k-nn and range search • Costly maintenance

B+-tree [398]
• Storage at leaf nodes • High complexity • Requires a considerable amount of

computing resources• Storage cost reduced compared to B-tree
• Wasted storage space
• Non-optimal node splitting

B*-tree [233]
• Reduction of node splitting • High complexity • Limited performance• Less storage space compared to B-tree and B+-
tree

T-tree [233]
• Balanced structure • Requires a considerable amount of space

• Degradation on large scale• More efficient memory management, search and
update performance than B+-tree

• Inefficient search
• The problem of balance is still unresolved

UB-tree [46] • Efficient processing of multidimensional requests • Unsatisfactory for queries covering dead spaces

• Degradation on large scale

PaIndex [509]
• Effective and efficient update and query perfor-
mance

• Not suitable for large data

• Structure supports parallel insertions and
queries

MLB+-tree [443]
• Higher performance on multi-dimensional range
queries

• High complexity
• Sub-optimal partitioning
• Irregular and unpredictable structure

SR-tree [210]
• Simple construction • Complexity of shapes
• Refinement : (intersection S ˆR) • Costly insertion and search algorithm• Reduced overlap rate

E-tree [504] • Reduce time from linear to sublinear complexity • High storage space

ER+-tree [43]
• Reduce computation time • Costly maintenance
• High quality of search results • K-nn research is not evaluated
• More efficient structure • Degradation on large scale

R-tree [170]

• Creation of filter cells REM • Overlap of REMs

• Degradation of the performance
on large scale

• MBR allows you to refine your search • Not effective for point queries
• Balanced hierarchical breakdown • Require high space and time as well as compu-

tational complexities• Constraint of minimum coverage

R+-tree [371] • Reduced overlap rate
• Redundancy of objects in nodes
• Clipping technique not optimised
• More complex construction and maintenance

R*-tree [47]
• More efficient variant than the R-tree • Complexity of the re-insertion algorithm and the

split of nodes
• Reduced overlap rate
• Efficient use of space
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Proposition Ref Advantages Disadvantages & Challenges
Hilbert R-tree [207] • Good performance results for both searches and

updates
Performance deteriorates for larger data

SS-tree [461]
• Outperforming the R-tree • High overlap in high-dimension space• Calculate the nearest and approximately nearest
neighbours efficiently

BFM & R-
tree

[451] • Solve the problem of decreasing index perfor-
mance for high-dimensional data

• High space consumption

DCC & R-
tree

[442]
• Enhance R-tree’s search efficiency • Require high space and computational complexities• Reduce multipath searches

X-tree [56]
• Overlap control (overlap-free) • Complexity of the max limit

• Cannot function properly in
higher-dimensional data

• No degeneration of the index • Consumes a lot of memory space
• Reduced overlap rate • Performance is limited with the data dimension

aX-tree [359]
• Reduce the amount of empty space • Supports only static data
• Reduced overlap rate • Require more calculation• Fast loading and better partitioning of space

X+-tree [127] • Reduces the complexity of linear scanning of
supernodes compared to X-tree

• Suffers from data redundancy and replication
problems

R*Q-tree [202]
• Improve space utilisation • High complexity
• Reduce node overlap and the number of splits • Not suitable for the situation of frequent up-

dates

BB-tree [394]
• Quasi-balanced structure • Not support the k-nn search• Better performance compared to R*-tree, Kd-
tree, PH-tree, and VA-file
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The requirement to classify data flow records such as web traffic flow monitoring, spam detection
and intrusion detection is addressed in [504]. A new E-tree indexing structure with a time
complexity less than O(logn) was proposed by Zhang et al. to organise all base classifiers in an
ensemble for fast prediction. E-tree used a balanced height structure like an R-tree to reduce the
expected prediction time from linear complexity to sublinear complexity. On the other hand,
E-tree is automatically updated by the repeated aggregation of new classifiers and eliminating
relevant or obsolete ones. It, therefore, adapts well to discover new trends and patterns and
undifferentiated data flows [406, 504]. E-tree requires high storage space, and maintenance [296]
despite the results of the analysis showing the effectiveness of this approach. ER+-tree is a new
multidimensional data indexing.

Balasubramanian in [43] proposed the structure on the cloud-computing infrastructure. This
structure is a hybrid tree structure that combines the benefits of E-tree [504] and R+-tree [371].
This structure’s main objective is to reduce computation time and improve the similarity search
quality in a cloud-computing environment [43]. The idea of combining these two structures is
to create a more efficient structure in terms of balancing and similarity research. The E-tree
structure is used to partition the data flow to reduce overload, while the R+-tree structure
is used to reduce search time and improve the similarity search quality through its Minimum
Boundary Rectangle (MBR).

In [202], Jin and Song introduced a tree indexing structure based on R*Q-tree. This approach
improves query performance and reduces indexing costs. It is based on the k-means clustering
algorithm to reorganise nodes between neighbouring nodes in the tree. Also, a new indexing
method (SUSHI) was proposed by Günnemann et al. [168]. This method is based on subspace
clustering for indexing high dimensional objects, where the construction of the index tree is
done recursively. The nodes of each level represent the groups resulting from the subspace clus-
tering method. Wang et al. [450] presented a new approach based on searching for the nearest
neighbourhood to accelerate corresponding matching faces for large-scale facial recognition sys-
tems. This method uses the k-means algorithm for clustering data and the Kd-tree structure
for cluster storage. However, this technique presents, in addition to all the advantages, a prob-
lem linked to the complexity of the closing forms, which leads to an increase in the costs of
insertion and search operations. Table 3.6 analyses multidimensional indexing techniques based
on data partitioning, taking into account dataset type, data dimension, indexing nature, and
complexity as comparison metrics, and Table 3.7 shows the advantages and disadvantages of
these techniques, as well as their challenges.

o Partitioning of space

In this category, indexing techniques are based on space partitioning into sub-spaces (or cells),
where each sub-space contains a subset of data. Unlike indexing techniques based on data
partitioning, this type of partitioning eliminates region intersections. Many existing approaches
are proposed in the literature. Reference techniques include for example: Kd-tree [53], Quadtree
[146, 358], Pyramid [55] and VA-file [454].

Kd-tree (K-dimensional tree) is a binary tree structure for indexing multidimensional data based
on partitioning space to k dimension using hyper-planes [53]. The main disadvantage of the
Kd-tree is that it is unbalanced because the hyper-plane of space division does not divide the
planes in a better position. The latter creates overlaps between neighbouring regions, which
increases the cost of I/O operations [15, 54]. The performance of the Kd-tree structure to meet
range requests or Knn requests is limited by data dimensions, where, as the size of the data
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increases, most tree data is traversed [57, 318]. Several extensions have been proposed to address
the challenges of the Kd-tree structure, the best known are: Adaptive Kd-tree [148], KdB-tree
[352] and SKd-tree [317]. Like the Kd-tree, the Quad-tree [146] is the simplest multidimensional
index structure, mainly used to partition a two-dimensional space by recursively dividing it into
quadrants, and it includes several parts index space (each node has four leaf nodes). The Quad-
tree is also not balanced because it does not choose the best division of space (horizontal or
vertical) as Kd-tree. In addition, Quad-tree does not take into account the spatial distribution
of data during the space partitioning phase [433].

The pyramid tree is also a multidimensional data indexing structure. The pyramid tree is based
on the partitioning of the data space into 2D pyramids. Each of them is cut in a parallel slice
at the pyramid’s base forming the data ranges [55, 64, 327, 492]. The pyramid tree suffers from
the degradation of its performance with the increase in the size of the data because the number
of pyramids is insufficient to discriminate the points of high dimension. Also, Pyramid-tree
creates non-discriminatory indices because the data that is located in the same pyramid slice
has the same index value [27, 506].

Recently, Zäschke et al. [497] proposed the structure PATRICIA-Hypercube-tree (PH-tree)
based on the binary representation of data objects as a bit string [152] and the Quadtree struc-
ture [146], which uses hypercube for space partitioning in all dimensions at each node in the tree
[264]. This partitioning allowed navigating more efficiently to the sub-node and stored entries
more efficient compared to the binary trees [497]. Other improvements have been proposed
to improve the efficiency of the PH-tree structure [11, 428, 496]. In [11], Favre Bully added
new additional functions for data pre-processing and in [428], Bogdan Aurel proposed a new
distributed architecture of the PH tree for parallel processing and cluster computing. However,
consistency issues and the support of ACID properties (atomicity, consistency, isolation and
durability) of transactions are not investigated [234]. Furthermore, Costa et al. [114] proposed
the ND-tree structure (Norm Diagonal Tree) to create a multidimensional indexing structure
for high-dimensional data. It is based on a new data dimension reduction technique that uses
the dual metric system and the Euclidean standard and distance to support high-dimensional
data (¿100 dimensions) such as multimedia data. This technique reduces data dimension to
two dimensions (2D) where they are indexed in the Quadtree tree, which is considered a better
dynamic indexing structure for two-dimensional data. In this approach, the reduction method
applied to indexed data inevitably causes a loss of information on the original data, which
reduces the search’s precision.

In the field of vehicle Internet (IoV), traffic management applications require efficient processing
of requests with consideration of the massive trajectory data collected by the vehicle’s tracking
process. For this purpose, Zhang et al. [509] proposed an online index system for vehicle
trajectory data called PaIndex. The structure of the proposed index is based on the multi-
level partitioning of the space. At first, space is partitioned into regular grid cells in which the
spatial domain of longitude and latitude is uniformly divided, then each cell’s data is indexed in a
hierarchical structure as B+-tree. This partitioning allows parallelising the insertion operations
and the search requests to reduce the time and cost. Seismic data processing applications use
the requests of the multidimensional range, and to accelerate the processing of these types
of requests, Wang et al. [443] proposed an extension of the B+-tree called MLB+-tree index
(Multi-level B+-tree). MLB+-tree is organised in several levels, where each level contains several
independent B+-tree trees that allow the insertion and request to be performed in parallel after
the top level. B+-tree faces problems of complexity, loss of space and consumption of many
computational resources in massive data due to sub-optimal partitioning of nodes.
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Jo et al. [197, 204] proposed the QbMBR-tree (Quadrant based Minimum Bounding Rectangle)
structure for processing large scale spatial data in HBase systems for efficient processing reduce
storage space and false positives in spatial query processing. The structure proposed in this
work partitions the space recursively into quadrants, and for each quadrant, an MBR is created
to provide secondary indexes stored in the HBase table. The recursive partitioning is terminated
until the number of objects in MBRs is less than the partition threshold. Skip-octree is a new
multidimensional data index in a cloud environment proposed by Dong et al. [131]. Skip-octree
is based on a two-level architecture that adapts the skip-list to accelerate the search process,
and an octree structure is used in each server to store and hierarchically index multidimensional
data. A new indexing technique was proposed by Malhotra et al. [268] called SkipNet-Octree
based on the combination of SkipNet [176] and compressed Octree [131] to index and process
queries on multidimensional data in Cloud Computing. SkipNet-Octree is a two-layer structure,
where the top layer represents a global index created through the SkipNet structure that con-
tains metadata for local index nodes and the Octree index technique used to create a local index
[268]. The experiments show that the SkipNet-Octree technique works better than traditional
Skiplist and Octree for complex queries.

A new hybrid multidimensional data indexing structure was presented in [408]. The structure
is based on the concepts of Grid, Pyramid, and Height to partition space and design the key
to access data effectively. In this structure, space is partitioned into grids, and each subspace
(grid cell) is identified by pyramids, and heights [143, 408]. The main objective of this hybrid
structure is to create a structure that supports floating-point numbers and reduces the number
of I/Os to ensure high system throughput and more efficient execution of range requests [408].

Recently, Samson et al. [359] proposed a new static spatial data indexing structure called
aX-tree (Packing X-tree) to avoid performance degradation for high-dimensional databases en-
countered by the X-tree [56] structure and their variances (X+-tree [127], VA-File [454] etc.).
aX-tree uses the Bulk-Loading technique to reduce empty space, fast loading and better parti-
tioning of space based on MBR. With this technique, aX-tree has overcome the over-expansion
of the super-node where it became a structure characterised by: i) minimum tree height ii)
high directory node quality iii) minimum overlap and iv) reduced area of the MBR and most
importantly, maximised space efficiency [359].

Sprenger et al. in [394, 396] introduced BB-tree. It is a new multidimensional index structure
that combines the Kd-tree [53] and X-tree [56] structures. BB-tree is a quasi-balanced tree,
supports complete- and partial-match range queries, exact-match queries, and dynamic updates.
The authors created this structure based on recursive partitioning of the space into k partitions,
as for Kd-tree. BB-tree is based on elastic bubble buckets in the leaf nodes of the tree-like the
X-tree. These buckets store data (subset) to balance the structure. The leaf nodes (or regular
BB) has a limited capacity (b − max). The latter is transformed into Super-Nodes (super
BB) similar to X-tree structure in case of saturation; the data from these nodes is scanned
linearly. According to the results of the experiments [86], BB-tree shows a better efficiency
for range queries compared to R∗-tree [47], Kd-tree, PH-tree [497], and VA-file [454] but Knn
similarity search queries are not taken into account in this structure. Tables 3.8 and 3.9 present
respectively an analytical and comparative study of multidimensional indexing techniques based
on space partitioning.
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3.4.1.3 Bitmap-based technique

Bitmap index (also known as BitArray or vector-based index) is an efficient indexing structure
for search and retrieval of large databases and data warehouses (DW) with less complexity and
is very efficient when attributes have a low number of distinct values. This technique is used by
several popular commercial systems such as Oracle [29, 30] and SybaseIQ [263, 316]. Bitmap
index technique is based on the representation of the existence or absence of a specific property
by a sequence of bits where each bit (0/1) represents the value of an attribute for a given tuple
such that the bit sequence has a 1 in position i if the ith data element meets the property, and
0 otherwise [88, 469]. Bitmap index uses logical operations, such as AND, OR, NOT and XOR,
to respond and accelerate responses to complex queries [466].

Traditional bitmaps are suffering from a problem of space over-consumption, especially for
highly cardinal data. To address this challenge and for faster retrieval, compressed bitmap
indexes are recommended. As a consequence, many efficient bitmap compression algorithms
have been developed, including: BBC (Byte-aligned Bitmap Compression) [29], WAH (Word-
Aligned Hybrid) [466, 467], PLWAH (Position ListWAH ) [121], EWAH (Enhanced Word-Aligned
Hybrid) [235], CONCISE (Compressed N Composable Integer Set) [110], VALWAH (Variable-
Aligned Length WAH ) [171], SECOMPAX (Scope-Extended COMPressed Adaptive indeX ) [460],
SBH (Super Byte-aligned Hybrid) [218], Roaring [87], SPLWAH (PLWAH algorithm for Sorted
data) [92], BAH (Byte Aligned Hybrid compression coding) [237], cSHB (Compressed Spatial
Hierarchical Bitmap) [294] and CODIS (COmpressing DIrty Snippet) [511].

Through these compression algorithms with logical operations, the execution time is reduced
compared to the basic bitmap index without compression, which is an essential property of
bitmap indexing [211].

Recently, Chenxing et al. [237] proposed a new compression algorithm more similar to the
WAH algorithm named BAH (Byte Aligned Hybrid compression coding), whose objective is to
improve the performance in terms of space and the efficiency of the requests. BAH uses simple
rules for raw bitmap encoding compared to other WAH variants that use a more complicated
codebook. BAH uses SIMD operations to accelerate the efficiency of the AND operation on
multiple compressed bitmaps. Another compression algorithm has been proposed based on the
WAH algorithm called CODIS, proposed by Wenxun et al. citezheng2017codis. The basic idea
of CODIS is to reduce space through the representation of the bit string in the bitmap index
with fewer bits without influencing the efficiency of the index. The results obtained during the
experimentation demonstrate that this technique is more efficient than the other algorithms
in the literature, including WAH [467], COMPAX (COMPressed Adaptive indeX) [149], and
PLWAH [92].

The bitmap index method is a very efficient technique for answering complex queries read-only
systems and for data that is not frequently updated as a data warehouse, but it is less efficient
in other cases (i.e., for data frequently updated). This problem is caused by the compression
process where the latter is used to reduce the storage space (as we said before), but at each
update operation, it is necessary to decode and encode the bitmap, and this operation is costly
[36]. Manos et al. [36] proposed a new bitmap index named UpBit (Updatable Bitmap) to
overcome this problem. This index offers efficient updates without affecting read performance.
The UpBit index adds an additional update vector for each bitmap vector in which update
processes will be performed on the update vector, where the latter stores updates corresponding
to its value bitmap only. Bitmap minimises the cost of decoding and improves navigation
through the use of closing pointers on bit vectors. Chigullapally et al. [397] proposed an
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extension of this structure, where the authors parallelised the merging of bit vectors to improve
the performance of the UpBit index.

3.4.2 Metric indexing techniques

This part introduces a study of a variant of a metric tree data structure for indexing and
querying such data.

3.4.2.1 Partitioning of space

In the literature, two partitioning techniques have been developed: the first technique is based
on hyper-sphere (or ball) partitioning as in: VP-tree [486], mVP-tree [69] and MM-tree [328],
etc. while the second technique is based on hyper-plane partitioning as in: GH-tree [424],
GNAT-tree [72] and EGNAT-tree [321], etc.

o Hyper-sphere (or ball) partitioning

VP-tree [486] is a hierarchical indexing structure such as Kd-tree, developed to improve the
search for similarity in a metric space. VP-tree is a technique based on the partitioning of
the space through the balls according to distance. VP-tree uses the median distance between
the vantage point (choose randomly) and the points of the space to partition the space into
two balanced disjoint sub-spaces. The disadvantage of the VP-tree is the highest cost in terms
of calculated distance and time, especially in the data space whith large dimensions where the
number of branches searched for is high [512]. The mVP-tree is proposed to address the problem
of reduced performance in the search for similarity of the VP tree in high-dimensional metric
spaces. mVP-tree (multiple Vantage Points tree) [69] is an extension of the VP-tree idea that
uses several vantage points instead of one. The major advantage of mVP-tree over VP-tree
is that it also uses pre-computed distances (at the construction step) to improve search speed
and reduce the number of distance calculations and the time required to execute queries. The
experiments presented in [486] show that mVP-tree improves the VP-tree slightly better but
not in all cases, while more remarkable improvement is achieved when several pivots per node
are used [94].

Cheng et al. [101] proposed the DMVP-tree structure to accelerate the recovery process of
similarity images in the airport’s video surveillance system. This approach improves the metric
indexing structure MVP-Tree [69] using the horizontal distribution of MVP-Tree structure in
several machines to overcome massive high-dimensional spatial indexing problems. The DMVP-
tree structure partitions the space horizontally, where the upper area is called ”mainspace” and
the lower areas are called “secondary spaces”. The main space is indexed in MVP-Tree stored
in the master machine, and the secondary space is partitioned statically on the slave machines.

MM-tree [328] is another indexing structure for metric space that also uses the principle of
recursive partitioning of space through balls in two non-overlapping regions. MM-tree is an
unbalanced structure due to the different sub-spaces (or regions) size due to the external region
of the balls. To solve this problem, MM-tree applies an additional semi-balanced algorithm that
allows re-organising the objects of the leaf nodes. According to the experiences presented by
[82], MM-tree does not support high-dimensional data. Several structures have been proposed
based on the MM-tree structure. All these structures are developed to address the challenges
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Tree-based Technique
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Figure 3.9: Taxonomy of tree-based indexing techniques in metric space

of the MM-tree structure (Onion-tree [82], IM-tree [222] and XM-tree, the extended Metric tree
[221]).

Onion-tree [82] is an MM-tree improvement proposed to overcome the challenges or limitations
of the MM-tree structure. The Onion-tree is very fast to respond to the similarity search requests
thanks to the increase in the number of partitions of the space compared to the MM-tree, but
the problem with this structure remains in the prolonged building because of the re-insertion of
objects. IM-tree [222] is a proposed structure to address the issue of index degeneration posed
by the fourth region of MM-tree and onion-tree. IM-tree selects the two most distant points as
pivots and splits the fourth region in two using a plane. For massive data, the external region
of the IM-tree balls becomes very large, which can then lead to the degeneration of the index.

XM-tree [221] is an extension of the IM-tree [222] structure that is based on the successive
division of space with spheres. XM-tree is proposed to address the problem of degeneration
of the index mentioned above by focusing on minimising the size of the outer regions of the
balls. To achieve this goal, XM-tree creates extended regions inspired by the X-tree [56]. The
extended regions make the Knn search very fast, thanks to eliminating some objects that are
not necessary to calculate the relative distances of a query object.

With the same IM-tree principle, the NOBH-tree (Non-Overlapping Balls and Hyper-planes
tree) [329] partitions the metric space through the hyper-planes and hyper-spheres to organise
the data into non-overlapping regions as well as to reduce the number of distance calculations
required to answer the questions. The NOBH tree recursively divides the space into several
regions using the pivots (p1, p2), and separates the data such that the distance evaluation of
an element Xi at p1 and p2 can only contain the region Xi. These regions are divided using
a metric hyper-plane and two spheres, where the radius of the sphere r corresponds to the
distance between p1 and p2. The main drawback of this technique is the complexity of the
enclosing forms. This increases the cost of insertion and searches operations [221].
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Ball∗-tree [128] is a binary tree more balanced where each node defines a D-dimensional hyper-
sphere, or a ball, that contains a subset of the points to be searched. Ball∗-tree is an improvement
of the original structure of Ball-tree [251, 315] proposed by Dolatshah et al. in [128]. Ball∗-
tree addresses the problem of data distribution and the unbalanced structure of Ball-tree by
taking into account the data distribution when determining the splitting hyperplane. In Ball∗-
tree, the splitting hyperplane is perpendicular to the first principal component using principal
component analysis (PCA). Using this splitting technique allows creating a more balanced and
efficient tree structure, unlike the Ball-tree, where the splitting hyperplane is determined by the
line connecting the two furthest points, creating unbalanced sub-partitions.

Tables 3.11 and 3.12 present respectively an analytical and comparative review of metric index-
ing techniques based on ball partitioning.

o Hyper-plane partitioning

The first indexing structures that are based on the partition of space through hyper-planes
are the oldest structure BS-tree (Bisector tree) [206] and the structure GH-tree (Generalised
Hyper-plane tree) [424] which is similar to BS-tree. GH-tree is a binary indexing structure that
divides the space recursively into two sub-spaces through the hyper-plane, which is defined by
the two representative points or pivots (the two farthest points as in [136], [277], and [283])
and the rest of the points are partitioned according to the distance between these pivots. The
drawbacks of this structure reside in the search process where at each node, two distance oper-
ations are performed, which increases the cost of the search, as well as the selected pivots does
not guarantee the best partition of space, which makes the problem of index degeneration pos-
sible. GNAT-tree (Geometric Near-neighbour Access Tree) [72] is a static indexing structure.
GNAT-tree generalises the GH-tree, which uses m pivots in each internal node instead of two
(i.e., GNAT-tree is an m-ary tree). Regarding EGNAT-tree [321], it is the dynamic structure
of GNAT-tree.

Recently, GHB-tree (Generalised Hyper-plane Bucketed) [220] is proposed as an improvement
of the GH-tree structure. The objective of the GHB-tree structure is to create a balanced
indexing structure with less construction cost through the new type of node that they called
a bucket. These nodes found at the leaf level have a limited capacity to store a subset of the
most similar data to improve the search process. The CD-Tree, cited in [434], is a type of index
based on hyper-plane partitioning. This indexing approach has proven effective for a limited
number of dimensions, but remains ineffective for large dimensions. The recursive partitioning
of space into two regions is the principle of this technique. Two pivots are chosen each time,
and each one is associated with the closest objects. However, this technique’s problem is that
the geometrical shapes of the regions pose many problems in the search algorithm.

A new metric indexing structure called SPB (Space-filling curve and Pivot based B+-tree) tree
was proposed by Chen et al. [97, 98]. The method was proposed to improve the efficiency of
similarity search, support a large number of complex objects, and reduce the cost in terms of
storage, construction, and search (i.e., reducing CPU and I/O cost). SPB-tree uses geometric
information not available in metric space by mapping objects in a metric space to data points
in a vector space using well-chosen pivots to achieve these objectives. The B+-tree with MBB
(Minimum Bounding Boxes) is used to index the one-dimensional data generated by the func-
tion of dimensionality reduction SFC (Space-Filling Curve) applied to the data points of the
vector space. Although the structure is very simple, but the construction steps such as space
transformations and pre-treatment can make parallelism very difficult [324].
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Compared between the two partitioning strategies (hyper-sphere and hyper-plane), it can be
observed that the problem of node overlap is a problem that has not been effectively addressed
by the techniques based on partitioning by hyper-sphere, but this problem does not exist in
hyper-plane techniques (such as GH-tree and GNAT). On the other, structures based on hy-
perplane partitioning are more difficult to maintain their balance because of the uncontrolled
insertion positions of new elements [321]. A comparative and analytical study of metric indexing
techniques based on hyper-plane partitioning is presented in Tables 3.14 and 3.15, respectively.

3.4.2.2 No partitioning of space (partitioning data)

This category does not require space partitioning. We find the M-tree family essentially among
the families that use this type of partitioning (partitioning data). M-tree [105] is a metric tree
structure height-balanced, allowing incremental updates based on the grouping of dynamic data
into balls (or hyper-spheres). M-tree stores some data in internal or inner nodes for routing
purposes, and the remainder is stored in the leaf nodes. M-tree suffers from the problem of
overlapping sub-spaces, which increases the number of distance calculations to answer a query
[221, 513]. Several recent structures that share the same principles as the M-tree and Slim-tree
[420] are among them. Slim-tree improves the M-tree structure with a new splitting technique
based on the minimum spanning tree (MST). Slim-tree also reduces the cost of construction. In
addition to this, it introduces a post-processing method that reduces overlap and, consequently,
the cost of research. The major disadvantage of this algorithm is the ability to generate nodes
with few objects and/or empty nodes, which significantly reduces the performance of the index,
especially in large spaces [390, 419, 498].

The work of Murgante et al. [203] aims to avoid unsatisfactory node partitioning and reduce
regional overlap in the M-tree structure [104, 106]. The authors proposed a new metric index-
ing structure called MX -tree based on the original M-tree structure. MX -tree implements the
concept of super-nodes inspired by the [56] structure of the X-tree. This structure avoids the
unsatisfactory division of nodes, thus reducing computation cost and extending it completely to
metric space where temporal complexity is reduced to O(n2) without setting any parameter. As
for the M tree, the temporal complexity reaches O(n3). The authors also add another strategy
to the MX -tree structure to improve the management of free memory space that is represented
in the indexing of tree leaf objects in an internal index [340] through the vantage-point tree
(VP-tree) [487]. Due to the symmetry of the metric axioms of metric space, metric indexing
techniques such as M-tree and their variances cannot answer the approximate requests of sub-
sequences or subsets. Bachmann [42] propose an improvement on the M-tree structure called
SuperM-tree to create a metric indexing structure capable of responding to the approximate
requests of sub-sequences or subsets such as searching for a similar partial sequence of a gene,
a similar scene in a film, or a similar object in an image. To create this structure, the author
introduces a new metric measurement subset space, ”Metric Subset Space (M; d; v) ”. It ignores
the symmetry of metric axioms and adds a new relationship to object size (for more details on
the demonstration of this new space, see article [42]).

The efficiency of the search in M-tree is reduced when the volume is high; thus, Pivoting M-tree
(PM-tree) is proposed [388, 389] to resolve this problem. PM-tree is a hybrid structure, which
combines the ”local-pivoting strategies” of M-tree [105] with the ”global-pivoting strategies”
of LAESA [285]. Recently, Razent et al. [346] presented a new construction algorithm for the
two indexing structures M-tree and PM-tree. The objective is to enhance the performance of
Knn requests. The construction algorithm is based on storing data once in the tree (M-tree or
PM-tree) through the deletion of promoted elements stored in the upper level of the leaf nodes
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during their partitioning. To achieve this idea, the authors use the aggregate nearest query
to find the most efficient local pivots that will be promoted during the partitioning of internal
nodes. According to the report of the experiments carried out in [346], this algorithm reduces
node occupancy, reduces overlap between nodes and increases significantly the performance of
search operations in terms of speed compared to the construction algorithm of the M-tree and
PM-tree structure.

Navarro et al. [300] proposed the DSC (Dynamic Set of Clusters) structure, a new dynamic met-
ric index structure that reduces memory consumption. DSC is a combination of two new struc-
tures proposed in [300]. The first structure is a hierarchical structure called DSAT (Dynamic
Spatial Approximation Tree). This structure uses timestamps that indicate when elements were
inserted to avoid reconstructing the structure after updates, and the pruning process of sim-
ilarity queries [314]. The second structure is a variant of the LC (List of Clusters) structure
called DLC (Dynamic List of Clusters). DLC is a secondary memory-based structure in which
it reduces memory consumption compared to the original LC [174], where the M-tree structure
is used as a partitioning technique. DSC is a structure divided into two parts. A part stored in
the main memory as a DSAT structure, and the second part stored in the disk, represented by
the DLC structure [300].

Through the MapReduce framework, Chanet et al. [96] proposed two partitioning techniques
for joins of metric similarity to balance the load [45]. The first method selects centroids and
clustering data in a one-dimensional space through the Space-Filing-Cuvre (SFC) technique.
This technique allows partitioning the data in equal size thanks to the high quality of the
selected centroids—the second partitioning method is based on the Kd-tree structure [53, 465],
which divides the data after the pivot mapping [96].

Because of missing data generated by different application areas, indexing structures are dis-
torted, where the latter produces a bias in response to the query. Brinis et al. [73] proposed the
Hollow-tree structure to solve this problem, which enables missing data to be managed without
distracting from its structure. Hollow-tree is a metric access method that uses the CFMLI
(Complete First and Missing Last Insert) technique to provide a strategy for building metric
indices. This strategy consists of indexing all complete data in the first steps to creating a
coherent structure, then insert the elements with the missing values (with NULLS) at the nodes
of the sheets. All this is achieved by the ObAD (Observed Attribute Distance) technique, which
makes it possible to compare elements with missing values based on distance functions.

Yang et al. in [478] proposed an asynchronous metric distributed system (AMDS) for metric
spaces to process metric similarity requests efficiently in a distributed environment. In the
proposed system, the authors adopt the pivot mapping technique, which enables to divide the
data uniformly into non-joint fragments and provides load balancing. To reduce computation
costs in similarity research, the minimum bounding box (MBB) technique is used. The AMDS
system supports large-scale similarity requests in metric spaces simultaneously through syn-
chronous processing based on publication/subscription communication mode. Tables 3.17 and
3.18 analyse and compare metric indexing techniques based on data partitioning.

3.5 Conclusion

This chapter presents the second application context of our research, namely the indexing of big
IoT data. In section 3.2, we introduced big data and its relationship to IoT data, while in the
rest of the chapter, we focus on techniques for managing and indexing big data. Several authors
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have already pointed out that metric space has become a popular model for overcoming the
limitations of vector or multidimensional spaces in different applications. To this end, in section
3.3, we have provided the necessary elements to understand indexing and data retrieval in metric
spaces as a data abstraction space. In section 3.4, we presented a comprehensive overview of
the literature on indexing Big IoT data. We have presented a new indexing technique taxonomy
that relieves researchers from a slow reading of related works. We also analysed, compared, and
classified in-depth these IoT data indexing techniques.
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4.1 Introduction

In this chapter, we will propose an intelligent video surveillance system capable of tracking mov-
ing objects in a large-scale surveillance area, such as in smart cities. Our proposed approach’s
main objectives are improving tracking quality, the quality of the behavioural analysis, and
reducing overhead costs (energy, bandwidth, and storage). Several issues need to be addressed
to design this system for a large-scale multi-camera network and these purposes.

4.1.1 Research questions and hypotheses

RQ1. How to improve the quality of object tracking in a multi-camera video surveil-
lance system?

Several criteria can be used to determine the quality of monitoring. Among these criteria,
the number of objects tracked and their tracking duration during their presence in the
surveillance zone.

The system assigns an identifier (or label) to each tracked object to distinguish it from
other objects during the tracking process. This identifier must be unique, regardless of
the object detection area or time. Changing this identifier means that they are not the
same objects. In conventional systems, there are cases where the system may give more
than one identifier for the same object during tracking, and this change is known as an
ID-switch error. As ID-switch error increases, the tracking time is decreased; therefore,
the system’s quality is decreased. Consequently, it is necessary to determine the cause or
source of the problem to address it.

The ID-switch error can appear at two levels: (1) at the camera level (low level). At this
level, the ID-switch error is caused by object detection or association errors because of
trajectory intersection or object overlap with other objects. In other words, the ID-switch
error at this level results from the failure of the tracking techniques used. (2) At the
network level (high level). At this level, the ID-switch problem usually occurs when the
tracked object leaves the camera’s FoV or the zone and enters the blind/dead zones. In
such a case, when the objects re-enter another camera FoV or zone, they are considered
as a new object. Therefore, we can conclude that this problem results from a lack or
absence of information and knowledge between cameras about the tracked objects, either
in the same area/region or between different areas of the system. According to our study
in chapter 2, the mechanism that allows cameras to share knowledge is coordination and

Ala-Eddine BENRAZEK Ph.D. Dissertation



Chapter 4. Distributed Collaborative Multi-Cameras for Tracking Moving Objects based on
IoVT Paradigms 118

collaboration between them (see section 2.4.4). Based on this statement, the system that
we will propose must be based on multi-camera collaboration.

RQ2. How to reduce system overhead?

Traditional video surveillance systems require more power, large bandwidth, and extra
storage space during acquiring, processing, and transmitting multimedia data in the net-
work. Is it possible to reduce these requirements knowing that they will increase as the
number of cameras increases, especially for large-scale multi-camera systems?

According to [166], conventional video surveillance systems suffer from several problems
related to recording scenes containing no useful information (in our context, no object
detected) and the redundant recording of the same scenes by several cameras (see Figure
4.1). These redundant and unnecessary scenes increase the amount of multimedia data
collected, which requires more resources such as bandwidth, storage, and computing power
to transmit, store, process, and analyse them. At this point, the question is, ”What is the
cause of the redundancy?”.
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Figure 4.1: An illustrative multi-camera environment with overlapping FoV.

The detection of the same event by several cameras means that they have a common
FoV between them. This common FoV area is known as the overlapping FoV. While the
cameras will not have any knowledge about their neighbours and particularly about their
overlapping neighbours, this redundant detection will undoubtedly occur. Hence, collabo-
ration is needed to exchange knowledge of the cameras between them and coordinate and
manage them if an event occurs in the overlapping area.

RQ3. How to improve system performance for real-time operation?

The study in chapter 2 proves that the traditional centralised system is unsuitable for real-
time tracking objects due to the many challenges (back to section 2.4.3). For this reason,
the development of a decentralised system is mandatory. The principle of decentralisation
is the distribution of the system load on the different nodes of the system. To achieve
this, we need an infrastructure that supports this type of system. This infrastructure
is delivered by the IoT and its modern computing paradigm, discussed in Sections 1.3
and 1.4 of Chapter 1. Accordingly, the integration of these paradigms into the proposed
system has several issues that must be taken into account to create an efficient real-time
video surveillance system:

• Is it possible to implement this system at multiple levels?

• How to partition the surveillance system load between these levels?
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• To reduce network bandwidth, overall cost, and efficiency, how to select the partition
and the steps to be performed?

RQ4. In a large-scale surveillance system, is it possible to establish a collaboration
mechanism between all system cameras?

Collaboration between cameras for tracking objects in video surveillance systems is an
efficient solution to increase system performance. Despite their advantages, this latter’s
complexity makes it challenging to develop a coordination mechanism, particularly as the
number of cameras increases. Besides, an excessive amount of communication is required,
and it also increases considerably with the number of cameras, which requires a large
bandwidth and more energy consumption. One of the suggested subjects to overcome
this weakness and improve these systems’ efficiency is the clustering or grouping of cam-
eras. The main objectives of camera clustering are to achieve the ability to coordinate
between cluster cameras instead of all system cameras in detection and processing tasks.
Collaboration between cameras can significantly help avoid wasted energy by avoiding
redundant event detection, processing, and sending data. Thus, it extends the network
lifetime, especially in dense networks typically deployed with a high number of cameras.
Nevertheless, one critical question that has not been addressed so far is, ”Which suitable
cameras should be grouped?”.

The answer to this question is related to the purpose of the system. Our objective is to
establish a coordination mechanism between cameras to avoid wasting energy by avoiding
redundant detection, processing or data sending. Furthermore, according to question
(RQ2), the redundancy is caused by the overlapping FoVs of multi-cameras, where events
are detected simultaneously by these overlapping cameras. Based on this, we can assume
that coordination should be applied to groups of cameras that have a high degree of
overlap. Thus, as an answer to the previous question: “the group should be composed of
overlapping cameras, with a maximum number of cameras in the same group”.

RQ5. How to avoid the congestion problem in a large-scale multi-camera network?

The grouping of cameras discussed in question (RQ4) solves the problem of communica-
tion between the cameras. But “what about the bottleneck problem?”. The bottleneck
problem occurs when several cameras in the system send many data to one sink (or base
station). This problem leads to network congestion, which negatively influences our sys-
tem, especially on real-time tasks. Combining all the information collected by the cameras
inside the cluster foci clusters, called cluster head nodes (CHs), is one of the fundamental
methodologies proposed to solve this problem. Unfortunately, the CH cameras consume
a lot of power between transmissions to the base station and other cameras. This latter
leads to unbalanced power consumption during cluster communications. For this rea-
son, the system that we will propose should be based on a dynamic CH camera selection
mechanism.

Based on the research questions, we established criteria for the system that we will propose. The
system should be based on the IoVT paradigm as an infrastructure that allows us to implement
a multi-camera video surveillance system on a large scale and support real-time task operations
(RQ3). Object tracking-based collaborative cameras should be used to increase the tracking’s
quality by knowledge sharing about the objects being tracked (RQ1) and to reduce the resources
consumed through coordination between them by avoiding redundant event detection (RQ2).
Concerning the multi-camera network topology, all system cameras must be grouped according
to the FoV overlap area to ensure that coordination mechanisms must be applied to the most
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overlapping cameras to restrict the communication area and avoid network saturation (RQ4,
RQ5).

The remainder of the chapter is organized as follows. Section (4.2) presents the proposed ar-
chitecture of our system based on the IoVT paradigm. Section (4.3) describes the proposed
multi-camera grouping strategies. Section (4.4) presents the proposed distributed and collabo-
rative tracking system. Finally, section (5.5) concludes our chapter, including some perspectives.

4.2 Proposed architecture for IVSS in IoVT

Video surveillance has become ubiquitous due to the increasing security requirements in all areas
of life. The next generation of VSS poses significant challenges in various applications, such as
intelligent urban surveillance systems and smart cities. In these applications, the VSS needs to
deal with the fast-growing number of surveillance nodes which impose several requirements, like
high latency, high bandwidth, high energy consumption, processing power, and storage capacity
(discussed in Chapter 2). To meet these requirements, the IoVT can be a promised solution.
The IoVT is composed of smart cameras connected to the internet. Unlike conventional VSS,
VSS-based IoVT provides multiple layers (i.e., mist, edge, fog, cloud, etc.) of communication
and decision-making by capturing and analysing rich contextual and behavioural information.

This section introduces a new distributed architecture of our video surveillance system based on
the IoVT computing paradigm to improve real-time object tracking quality. As shown in Figure
4.2, the proposed system is distributed over five layers. Each layer has specific tasks among
the tasks of real-time tracking of moving objects. These tasks are assigned according to the
task requirements and the resources available in the layer. For example, time-sensitive data are
executed at the layer closest to the cameras as possible. In contrast, the other data are assigned
to the farthest layer. In the rest of this section, we will describe each layer’s contribution to our
system.
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Figure 4.2: Proposed system architecture

The lower layer presents the connected smart cameras distributed in an intelligent environment.
As we defined them in section 2.4.2 of chapter 2, smart cameras are cameras that has processing,
storage, and communication capabilities. Either they may integrate as a single entity, as shown
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in Figure 2.10, or they are located close to each other. In other words, it are the combination or
fusion of the visual sensor with modern micro-controller technology. In an architectural view,
this kind of camera is represented in two layers: (i) Visual sensors layer and (ii) Mist computing
layer.

Visual sensors layer

This layer includes visual sensors, which can capture the events located in their FoV and send
them to their corresponding mist node to analyse them.

Mist layer

Mist computing pushes processing even further to the network edge, decreasing latency and
increasing subsystems’ autonomy. In our context, every camera’s self-awareness is critical, as
the computation and actuation are dependent on the camera’s perception of the situation.
By adopting the mist paradigm, it is possible to give all the cameras of the IVSS cognitive
intelligence to speed up the recognition and analysis tasks.

In our proposed system, micro-controllers represent the kernel of a smart camera. Thanks to
the latter, the cameras become intelligent and able to process incoming data from the visual
sensor and/or share it with other cameras or nodes in the next Layer. In our scenario, the first
task assigned to each mist node is detecting objects from the incoming frames (i.e., identifying
objects of interest in the scene). Then, the mist node extracts each detected object’s feature
vectors and sends them to the next layer to classify and identify them. The mist node also sends
the raw data to the fog layer. After identifying the detected objects, the mist node starts the
tracking processes until the tracked object leaves the camera’s FoV.

Fog layer

Fog computing has many benefits for the video surveillance system that encourages us to inte-
grate it into our system. Among these benefits, we briefly highlight the following:

3 Low latency: The fog layer consists of several fog nodes near the surveillance cameras (to
the edge of the surveillance network) to reduce data transmission latency and pre-process
like filtering raw data before sending it to the next layer.

3 Save network bandwidth: Fog computing can also store time-sensitive data and make an
intelligent decision at the fog node, avoiding many data transmission transactions from/to
the next layer and, consequently, saving bandwidth.

3 Large number of nodes: The fog is suitable to build coherently a distributed video surveil-
lance system based on the large-scale multi-camera that requires distributed computing
and storage resources due to wide geo-distribution. Fog computing meets the require-
ments thanks to the possibility of connected thousands or more cameras in an extensive
distributed video surveillance system, as in smart cities.

3 Real-time interactions: The fog eliminates the problem of real-time interactions because
it operates at the edge of the network. As a result, fog can significantly contribute to the
hard-critical real-time processing of video surveillance systems.
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3 Heterogeneity: Fog nodes come in various forms and can be deployed in a wide variety of
areas. Multiple manufacturers can provide various forms of smart cameras, and the camera
can be deployed in a different environment of the same surveillance system. Therefore, the
heterogeneous characteristics of fog will provide utility in video surveillance applications.

3 Interoperability: The fog component is typically capable of communicating with each
other to distribute resources across the network. Therefore, it will help support seamlessly
support applications such as object identification, which requires the cooperation of various
fog nodes. Consequently, the fog paradigm can help video surveillance applications, as
next-generation video surveillance systems often interact intelligently with other external
subsystems or systems.

Each fog node manages and controls a set of smart cameras located in their geographical area
in our system. After the fog node receives the data (feature vectors and raw data) transmitted
by the mist nodes, it stores the feature vectors to identify (labelling) the requested objects and
be shared with other cameras or neighbouring fog nodes if necessary. Concerning the raw data,
they are transmitted to the upper layer.

Cloud layer

The fourth layer is the cloud computing layer. The cloud or datacenter is adopted for the
following reasons: (i) the large storage capacity to save the raw system data transferred via
the lower layer, and (ii) the computing power to execute the robust algorithms like analysing
objects’ behaviour. In our system, the cloud’s role is to observe and analyse human behaviour
to identify any inappropriate or suspicious behaviour in the monitored area (see Figure 4.3)
based on the data collected from the fog layer. In this phase, artificial intelligence, machine
learning and deep learning are the main techniques used to detect this type of behaviour with
precision and speed unattainable by the human eye alone [26, 162].

normal 
behaviour suspicious 

behavior

Figure 4.3: Example of normal and suspicious behaviour
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Application layer

The last layer is the Application layer. It allows the management of the control applications
of the system by the end-users. This layer is represented by the control office and managed
by qualified human operators (police or private security officers). Their role is to monitor the
system in the case of a failure or emergency (such as detecting suspicious objects) and provide
services such as tracking the traces of a given object (see Figure 4.3).

4.3 The proposed strategy for multi-camera clustering

Over the past decade, researchers have paid particular attention to multi-camera networks to
develop a more efficient, flexible, and cost-effective surveillance system adapted to emerging
applications for smart city construction based on IoT [167, 239] or, more precisely, based on
IoVT. Surveillance systems consist of a set of intelligent cameras distributed in the surveillance
zone. These cameras’ role focuses on extracting visual data captured in the environment and
sharing it with other cameras or computer centres to analyse and process them for tracking or
re-identifying objects.

In conventional systems, the cameras are autonomous; operate without any knowledge of these
neighbours’ distribution or functioning because of the absence of communication and coordina-
tion between them. This lack leads to redundant event detection, which means more redundant
multimedia data is generated and, therefore, more computing power, more storage space, and
more bandwidth to process, store and transmit it. All this leads to a rapid increase in energy
consumption. To reduce redundant data and the energy consumed, the researchers have intro-
duced a new surveillance system that includes intelligent collaborative multi-camera. This new
system allows the coordination of the cameras’ operation through communication to achieve
common goals with efficient performance and the lowest possible cost.

According to Prabhu’s definition in subsection 2.4.4, collaboration in the surveillance camera
network means a shared volume of data between the network cameras. In large-scale multi-
camera networks, the number of cameras is higher. Therefore, the amount of data shared
increases exponentially with the number of cameras. This exponential increase can lead to
network overload or congestion, leading to network saturation due to the large amount of data
transmitted over the network, which harms the system’s reliability. One of the main solutions
to overcome these problems is clustering and camera planning. Clustering cameras have several
objectives, namely [19, 50, 51]: (i) network scalability, (ii) reduction of power consumption
to extend battery and network life, (iii) stabilization of network topology, (iv) reduction of
overhead costs.

In multi-camera networks, especially in dense networks, the cameras’ FoVs may overlap, which
means that common sub-areas are resulting in network energy loss due to redundant overlap
detection. We propose a new clustering method based on the FoV overlap surface criterion
instead of the radio or distance criterion between cameras to address this problem. Our main
idea is that if the area of FoV overlap between the cameras is relatively large, the cameras will act
similarly in terms of coverage. Therefore, we will group them into a single group. Our approach’s
main objective is to create highly overlapping groups of cameras to restrict communication
and coordination only at the group level and not for all system cameras. In this way, our
approach can significantly simplify the coordination process and avoid the redundant detection
of events between cameras after finding that overlapping cameras cause this problem (RQ2).
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Consequently, it plays a vital role in conserving energy and enhancing the network’s lifetime
by enabling collaboration capabilities between the group’s cameras and avoiding redundant
detection and processing.

4.3.1 Related works

Several studies in the literature use clustering algorithms in wireless sensor networks (WSNs) to
develop eco-energetic routing protocols to increase network monitoring life [155, 255]. Abbasi
and Younis [4] survey current clustering mechanisms for scalar sensor networks and provide
the primary keys for designing such algorithms. Most of the clustering algorithms group nodes
based on sensor neighbourhood or the distance—in meters or hops—from a node to the cluster-
head (CH). The number of clusters and cluster-size are parameters that usually impact cluster
formation procedures. However, Obrackza et al. [312] state that directional FoV should be the
critical parameter to form clusters in WMSNs and highlight examples in which video sensor
spatial-based collaboration provides robust object detection cross-validating information.

In WMSNs, Alaei et al. [17–21] propose several camera clustering algorithms for WMSNs based
on overlapping areas between camera FoVs to establish cooperation between clusters that have
been formed to detect objects. The objective of this work is to save energy and increase the
life of the network. Their proposed methods are based on cluster members’ random choice
without considering the networks’ overall contextual state. The overlap of cameras with several
neighbouring cameras does not take into account. Common cameras, i.e., cameras that belong
to more than one cluster, will deplete their battery fast. This latter is because several tasks are
performed for each group to which it belongs, compared to other cameras that only perform the
tasks performed in their group. Also, in their proposal based on membership in several clusters,
if the number of common cameras increases, then the problem that we are grouping cameras
for will reappear. The same principle is used by [93], where the authors propose a hierarchical
clustering algorithm based on overlapping FoVs.

In [215], the authors present a clustering algorithm based on overlapping regions to reduce
redundant video streams and reduce energy waste. The grouping of cameras in this technique
is based on the correlation rate between the image captured by the cameras using the colour
histogram difference approach. It detects potential scene cuts with a threshold to separate
the cut scene from similar scenes and decide whether these differences are significant enough
to identify a cut scene or not. This method is reliable, but only in areas with low overlap.
The colour histogram is not efficient for grouping overlapping cameras because it represents the
weighted average of the RGB colour components but not the content. Besides, light brightness
strongly influences the histogram, making it very difficult to use this technique to measure
the correlation between two images captured by two cameras with different FoV orientations.
Moreover, using the colour histogram makes it possible to obtain two correlated images while
the corresponding cameras are located further away from each other.

Shreya Mishra et al. [286] propose a method of clustering cameras according to the camera’s
communication radius to improve directional sensor networks’ coverage. The authors model
the clusters by circles representing the communication range and select the first node as the
cluster centre. Unfortunately, the cameras do not have a FoV in a circle, making this approach
inapplicable outside the communication itself.

Danial et al. [113] propose an algorithm for selecting the minimum number of cameras activated
to cover all targets. They take into account the multiple views of the targets to calculate
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redundancy in the WVSN network. This approach requires computational power at the camera
level to ensure the recognition mechanism that in most cases fails for multiple reasons such as
the high number of targets, the complexity of the environment, and the performance limits of
surveillance cameras.

KyDong Jung et al. [205] propose a clustering algorithm called FL-TEEN that uses a fuzzy
inference system to improve cluster head selection’s adaptability to enhance performance in
terms of sensor node lifetime. This semi-automatic approach requires human intervention to
generate rules for each environment. To solve the problem of region coverage, Selina Sharmin
et al. [376] have developed a system of area coverage sensitive to the network’s life that uses a
clustering mechanism based on the degree of overlap and residual energy levels. This proposal
favours network management in the event of a sensor failure but at the expense of monitoring
quality.

4.3.2 Clustering multi-camera based on FoV overlaps: Global strategy

The general strategy of our approach is illustrated in Figure 4.4. The strategy is based on the
system’s load distribution at the fog computing level presented in the proposed architecture in
section 4.2 to reduce the task’s complexity and take advantage of all the resources available
in the system. Each fog node is responsible only for clustering cameras located in their region
or geographical area. Our strategy’s scenario is started after the cameras’ deployment in the
surveillance area. Each camera sends its information (location, detection range, vertex angle,
etc.) to the corresponding fog node. Based on this information, the fog node will initially start
the camera clustering phase. As shown in Figure 4.4, this phase consists of three main steps,
namely: (1) determination of the FoV intersection polygon for two cameras having an overlap
between them, (2) calculation of the surface area of each polygon, (3) finally, application of one
of the two proposed methods that we will describe in subsection 4.3.2.3 to group the cameras
that have a significant overlap area. While the system runs, it may face unforeseen changes
that need to be processed in real-time, such as a camera breaking down or adding a new camera
to the system. In this case, the fog node moves to (4), the update phase, to manage these
exchanges. Our strategy is executed only once, just after the cameras are deployed.

4.3.2.1 The overlap area determination step

The FoV of a camera is defined by the area in which a camera can easily and accurately detect
objects covered by the latter. According to [19], we can model the FoV by the surface of an
isosceles triangle (ABC) as shown in Figure 4.5. The vertex A is considered as the position of
the camera; the two other vertices are calculated by the Equations 1, 2, 3 and 4, as follows:

XB = XA +Rs · cos(α) (1)

YB = YA +Rs · sin(α) (2)

XC = XA +Rs · cos((α+ θ) mod 2π) (3)

YC = YA +Rs · sin((α+ θ) mod 2π) (4)

In our modelling, the overlapping FoV between two cameras are irregular polygons. To deter-
mine these polygons, we must first find all the polygons vertices represented by the two triangles’
FoVs intersection points. Figure 4.6 shows some examples of the intersection of two FoVs.
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As shown in Figure 4.6, two types of vertices are possible: 1) vertices generated by the triangle
edges intersection and 2) vertices representing the triangle’s vertex included in another triangle.
First, it is necessary to look for the vertices of the triangles inside the other triangles. For this
purpose, we used Equation 5 and conditional expression 6.

Let T be a triangle with the vertices A(x1, y1), B(x2, y2) and C(x3, y3). M(x, y) is a point in
space. m, k ∈ R 

x = k · (x2 − x1) +m · (x3 − x1) + x1

y = k · (y2 − y1) +m · (y3 − y1) + y1

(5)


M∈ ABC, if m ≥ 0 ∧ k ≥ 0 ∧m+ k ≤ 1

M /∈ ABC, Otherwise

(6)
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Figure 4.6: Different possibilities for FoV overlapping

If there is a vertex among the set of the vertices of the triangles that satisfy conditions 6, these
vertices’ coordinates will be added to the polygon points list.

The next step is to determine the intersection points between the sides of the triangles (two by
two) by solving equation 7. The conditional expression 9 was used to check whether the point
of intersection is accepted or not as the vertex of the polygon.

Let (AB) and (CD) be two lines with the following equations:
(AB) : y = ax+ b

(CD) : y = a′x+ b′
(7)

With, a, b ∈ R , where (a, b) 6= (0, 0) and a′, b′ ∈ R where (a′, b′) 6= (0, 0).

((xA ≤ x ≤ xB) ∧ (xC ≤ x ≤ xD)) ∨
((xA ≤ x ≤ xB) ∧ (xC ≥ x ≥ xD)) ∨
((xA ≥ x ≥ xB) ∧ (xC ≥ x ≥ xD)) ∨
((xA ≥ x ≥ xB) ∧ (xC ≤ x ≤ xD))

((yA ≤ y ≤ yB) ∧ (yC ≤ y ≤ yD)) ∨
((yA ≤ y ≤ yB) ∧ (yC ≥ y ≥ yD)) ∨
((yA ≥ y ≥ yB) ∧ (yC ≥ y ≥ yD)) ∨
((yA ≥ y ≥ yB) ∧ (yC ≤ y ≤ yD)) ∨

(8)

{
P (x, y) accepted , if (8) is checked

P (x, y) unacceptable , otherwise
(9)

The coordinates of each accepted intersection point have also been added to the list of polygon
points. At the end of this step, all the polygon points are detected and saved in a list for further
processing.
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4.3.2.2 The polygon area calculation step

The next step is to calculate the area of the polygons using equation 10 :

Let Gon(xi, yi), i = 0, ..., n a polygon, where n is the number of polygon vertices such that
(x0, y0) = (xn, yn).

A =
1

2

n∑
i=0

(xi · yi+1)− (xi · yi−1) (10)

Each polygonal surface generated by the intersection of the fields of view of two cameras is
recorded in the surface matrix S[n × n], where n is the number of cameras. For example,
the polygonal area ai,j generated by the intersection between cameras with identifier i and j,
respectively, is added in the cell S[i, j] := ai,j . After calculating all surfaces, a symmetrical
square matrix with a zero diagonal was obtained, as shown in Figure 4.7.

Figure 4.7: The matrix of surfaces S[5× 5]

4.3.2.3 Clustering step

After calculating all the intersection polygons’ surfaces in the previous step, we move on to the
cluster (definition 4.1) extraction step.

Definition 4.1 (Cluster). A cluster represents a subset of cameras with overlapping FoV. In
our context, the degree of overlap between the cameras’ FoVs determines whether they can be
in the same cluster (grouping criterion).

At first, the fog node finds the isolated cameras (see definition 4.2) and puts each camera in a
single cluster. This first step is carried out to reduce the complexity of the grouping process
because isolated cameras are never grouped with another group due to the lack of overlap with
other cameras.

Definition 4.2 (Isolated camera). A camera is considered isolated if and only if all overlapping
surfaces with other cameras are null.

Let C a set of cameras where C 6= ∅. Let ci ∈ C a camera. δ(·, ·) is a function to calculate the
overlap between two cameras. ci is isolated camera iff

∑n
j=1 δ(ci, cj) = 0, where n = |C| and

i 6= j.
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Each fog node executes the clustering algorithm, which takes the surface matrix as an input
and returns the list’s camera groups. At this stage, we propose two methods for grouping the
cameras, and they are explained in the following.

. Proposal 01: Clustering based on the ascending hierarchical classification (AHC)
algorithm

o Hierarchical classification

Hierarchical classification is a set of unsupervised classification or clustering techniques.
These techniques use an iterative process to regroup or redistribute original data. They
are based on the selection of an aggregation criterion to determine how to agglomerate
two clusters or divide a cluster, i.e., groups of objects such as:

v The objects are as similar as possible within a group (compactness criterion).

v Groups are as dissimilar as possible (separability criterion).

v Resemblance or dissimilarity is measured on all descriptive variables.

What interests the analyst is not the hierarchy, but a typology, i.e., a partition of the
objects into clusters that are: (i) compact, (ii) well separated from each other, and (iii)
easily interpretable.

o Ascending hierarchical classification -AHC-

In AHC (algorithm 4.1), the process starts by finding among the n clusters −with each
cluster formed by a single object (singleton clusters)− the two most similar clusters for
all the p specified variables. It will then merge these two clusters to form a new cluster.
Thus, at this level (n − 1) clusters, one comprises two previously grouped clusters, the
others containing a single object. The process continues by determining the two clusters
that are the most similar and merging them until a single cluster is obtained with all the
objects. The methods are distinguished by the distance between observations and the
definition of the aggregation strategy.

Algorithme 4.1 The basic algorithm of the AHC (from [120])

1: Let I = {c1, c2, · · · , cn} a set of clusters . At the beginning are singletons clusters
2: Calculate the distances d(ci, cj) for any pair (ci, cj) of clusters of I
3: Find ci and cj ∈ I such that for all {c′i, c′j} ∈ I : d(ci, cj) 6 d(c′i, c

′
j)

4: for the couple (ci, cj) do
5: Form a new cluster cnew = ci ∪ cj
6: I := I − {ci, cj} . Remove ci, cj from I
7: C = {cnew}
8: end for
9: if |I| is ∅ then . All objects are grouped

10: break
11: end if
12: for ci ∈ I do
13: Calculate the distance d(ci, cnew) using the chosen aggregation formula
14: end for
15: I := I ∪ C
16: go to line 14
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Many aggregation criteria have been proposed. The simplest and the most well-known
are the following:

– Single-linkag : The distance between two classes C1 and C2 is defined by the shortest
distance between an individual from C1 and an individual from C2.

d(C1, C2) = min
x1∈C1,x2∈C2

(d(x1, x2)) (11)

– Complete-linkage: The distance between two classes C1 and C2 is defined as the
greatest distance between an individual from C1 and an individual from C2.

d(C1, C2) = max
x1∈C1,x2∈C2

(d(x1, x2)) (12)

– Average linkage: The average linkage is measured as the average of the distances
between the individuals of C1 and C2.

d(C1, C2) =
1

n1 · n2

n1∑
x1∈C1

n2∑
x2∈C2

(d(x1, x2)) (13)

with n1 = |C1| and n2 = |C2| the cardinal of the two classes.

In our proposal, we focused on the AHC for the successive merge of cameras. Complete-
linkage was chosen as grouping criteria due to its ability to generate small, homogeneous groups
with large inter-group variability [75]. At each iteration, the two cameras with the largest
overlapping area measurement are merged into a cluster. Initially, all cameras are considered
as single-camera clusters. The first step involves grouping the two closest cameras, depending
on the overlap area. Following an iterative process, our method continued to merge the most
overlapping clusters while respecting the cut-off threshold β (see Figure 4.8) that was defined
previously. The grouping process terminates when all cameras are grouped or overlapped areas
are less than the specified threshold (< β).

Cutoff Threshold (�)

C1 C2 C3 C4 C5

Figure 4.8: Example with cut-off threshold (β)

This strategy was applied on the surface matrix obtained at the end of the previous step (sub-
section 4.3.2.2), as presented by algorithm 4.2. When the execution of the grouping algorithm
is completed, the fog node sends a notification to all cameras of their corresponding group ID
and the cluster members.

The camera selection with better visibility is done in the detection and tracking step (section
4.4). Therefore, at this moment, the angle and range of the camera are used only to define the
overlap limits. Indeed, these two criteria directly affect the quality of the results, but not on the
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algorithm’s behaviour. In other words, increasing the angle and range of cameras will reduce
the number of groups and vice versa.

Algorithme 4.2 AHC-based cluster formation algorithm

1: Input:
2: S[n× n]: Matrix of overlapping areas (Figure 4.7)
3: β: Clipping threshold
4: C: List of cameras
5: SC[. . . ]: State of the cameras. “true” means the camera is grouped and “false” otherwise.
6: Output:
7: CL: list of clusters that contains the camera identifiers.
8: function OVmax(S) . Function returns the two cameras that have the max overlap
9: ∀c′i, c′j ∈ I, ∃ci, cj ∈ I : S[i, j] ≥ S[i′, j′] ∧ (SC[i] = true ∨ SC[j] = true)

10: return {ci, cj ,S[i, j]}
11: end function
12: function IScam(S, SC) . Function works to find isolated cameras
13: I := ∅ . I : List of isolated cameras
14: ∀ci ∈ I,@cj ∈ I : C[ci, cj ] > (β · SFoV ) . SFoV : FoV surface
15: =⇒ I = I ∪ {ci} and SC[i] := True
16: end function
17: Begin
18: ∀csi | csi ∈ SC : csi := false . All cameras are ungrouped
19: CL := CL ∪ IScam(S,SC) . see the function in line (12)
20: (c1, c2,MF) := OVmax(S) .MF : Maximum overlap value (see line (8))
21: if SC[c1] and SC[c2] are false then
22: Cnew := {c1, c2} . New cluster
23: CL := CL − {c1, c2} and CL := CL ∪ {Cnew}
24: SC[c1] := true and SC[c2] := true
25: else if SC[c1] == false then . Already grouped
26: CL[k] ∪ c2 | c1 ∈ CL[k] and SC[c2] := true
27: else
28: CL[k] ∪ c1 | c2 ∈ CL[k] and SC[c1] := true
29: end if
30: if ∀csi == false | csi ∈ SC then
31: return (CL)
32: end if
33: go to line 20
34: End.

v Complexity of our clustering algorithm

As shown in algorithm 4.2, the input is the overlapping surface matrix S[n × n], which
is a symmetrical square matrix (see Figure 4.7), where n is the number of cameras. The
complexity of the algorithm is evaluated according to the number of overlapping cameras
(i):

3 In the case where there is no overlapping between n cameras, the number of i is equal
to 0 (i = 0), and the complexity is estimated by: O(n) = n2

2 − n.

3 In the case where there is i overlapping (i > 0) between n cameras, the complexity

is given by: O(n) = ϕ(i) · (n2

2 − n), where:
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
ϕ(i) = ϕ(i− 1) + i

ϕ(0) = 1

Since ϕ(i) will always provide a constant value, the complexity can be simplified and

represented by : O(n) = k · (n2

2 − n), where, k ∈ N .

According to the final formula, the complexity always remains in a quadratic order O(n2)
in the worst case.

. Proposal 02: using the Bron-Kerbosch algorithm

As we saw in the first proposal, our ACH-based clustering method focused on clustering cameras
based on the area of overlap. It focused all the time on cameras that have maximum overlap.
However, their knowledge about the network and all cameras’ status remains partial because it
does not consider other neighbours’ overlaps.

In our second proposal, we try to use a technique that allows us to consider the global state
of the camera network or, more specifically, the state of camera overlap in the network during
clustering. This proposal tries to group as many overlapping cameras as possible using the
Bron-Kerbosch algorithm to find maximum cliques representing the camera clusters.

o Bron-Kerbosch algorithm:

Maximal clique (definition 4.3) enumeration is a graph clustering method for finding all
vertices with the most influence on a graph. Finding the maximum clique is one of the
problems encountered in the analysis of data graphs. This is a NP -difficult problem for
which suitable solutions must be designed in the case of large graphs.

The Bron-Kerbosch algorithm presented in [74] is one of the fastest [224] and most ef-
ficient [28] algorithms for finding maximum cliques in undirected static graphs. The
Bron-Kerbosch algorithm is a recursive algorithm based on the backtracking technique
to find the maximum cliques. In graph theory, a complete sub-graph is called a clique,
and a maximum clique is a sub-graph in which no vertices could be added without losing
the clique’s property [368]. In this part, we explain the basic idea of the Bron-Kerbosch
algorithm. Then, we present the use of this algorithm in our problem (camera clustering).

Definition 4.3 (Maximum clique). Maximum clique is a clique (def.4.4) that cannot be
extended by including other adjacent vertices (see Figure 4.9).

Definition 4.4 (Clique). The clique is a complete subgraph, i.e., a subset of vertices all
in a two-to-one relationship.

The Bron-Kerbosch algorithm (algorithm 4.3) receives three disjoint vertex-sets as input
parameters: P , R, and X. The set R is a clique, and P ∪ X is the set of all vertices
adjacent to every vertex in R. Each vertex in P ∪X is a witness that the clique R is not
maximal yet. The set P represents the vertices that have not been considered yet, whereas
the set X includes all vertices that have already been taken into account in earlier steps.
This set is used to avoid enumerating maximal cliques more than once. In each cell, the
algorithm checks whether the given clique R is maximal or not. If P ∪X = ∅, then there
are no vertices that can be added to the clique. Therefore, the clique is maximal and can
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Not a clique Not a maximum clique

Maximum clique Maximum clique

Figure 4.9: Example of clique and maximum clique

Algorithme 4.3 : Bron-Kerbosch algorithm

1: Input :
2: P = {v1, v2, · · · , vn} . Set of all vertices in graph G
3: R = {∅} . Is a possibly a clique
4: X = {∅} . Contains nodes already in some clique or processed
5: function BronKerbosch(P , R, X)
6: if P ∪X = {∅} then
7: Report R as a Maximal Clique . Add R to the solution
8: end if
9:

10: for ∀v | v ∈ P do
11: BronKerbosch (P ∩ {v}, R ∪ {v}, X ∩ {v})
12: P = P \ {v}
13: X = X ∪ {v}
14: end for
15: end function

be added to the solution. Otherwise, the clique is not maximal because a vertex exists
that is adjacent to all vertices in R and consequently would form a clique with R. For
each v ∈ P the algorithm makes a recursive call for the clique R∪{v} and restricts P and
X to the neighborhood of v. After the recursive call, the vertex v is removed from P and
added to X. This guarantees that the same maximal cliques are not detected multiple
times. For a graph G = (V,E) the algorithm will be initially called with P = V and
R = X = ∅ [186].

o Complexity

Bron and Kerbosch in [74] showed experimentally that the computing time per clique is
almost independent of the graph size for random graphs and that the total computing time
is proportional to O((3.14)

n
3 ) ≈ O((3)

n
3 ) for Moon–Moser graphs1 of n vertices [418].

In our context, a network of surveillance cameras can be considered as a non-oriented graph
G(E, V ), where the cameras are simulated by vertices (V ), and the arcs between the vertices

1Moon–Moser graphs: https://users.monash.edu.au/~davidwo/MoonMoser65.pdf
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(E) represent the existence of overlaps between the cameras. A maximum clique or a complete
sub-graphic corresponds to a cluster of cameras determined by the Bron-Kerbosch algorithm.
Figure 4.10 present an example of our modelling. The three red nodes represent a maximum
clique, and in the real system, the three cameras modelled by them represent a camera cluster.

Figure 4.10: Modelling example

4.3.2.4 Update network

Our proposed strategy is executed by each fog node in the surveillance system once upon de-
ployment, and thus all cameras will become grouped. If a camera joins the network hereinafter,
it must send its information to the fog node corresponding to their region for announcing itself
as a new camera. The fog node computes the FoV of the new node and finds the first cluster
that can accept it as a new member. To do this, the fog node calculates the overlapping areas
between the FoV of the new camera and the members of each cluster and checks whether it
meets the cluster membership criteria. Then the fog node sends a message to the corresponding
group members to re-organises the cluster with the new member. On the other hand, when a
node dies, in this case, the CH camera will inform the rest of the cluster members of the new
cluster set and reconfigure any cluster-related parameters.

4.3.3 Simulation and results

The results were obtained after executing the proposed clustering strategies on a workstation
with an Intel R© CoreTM i5 with 4200U CPU, 1,6 GHz processor, and 4 GB RAM capacity. We
developed their own simulator in JAVA to test the proposed approaches. The system operated
without any constraints on the location and properties of the cameras. For this purpose, all
cameras were randomly placed in the surveillance zone. The cameras were configured with an
angle of FoV θ = 60◦ and Rs = 25m in a sensing area of 300m * 300m. For our experiments,
we use three types of cameras with low, medium, and high resolution, namely:

å Cyclops camera, which has a low resolution CIF (352x288) [341].

å MeshEye camera, which has a medium resolution SD (640x480) [182].

å SleepCAM camera, which has a high resolution 1080p HD (1920x1080) [278, 279].

Ala-Eddine BENRAZEK Ph.D. Dissertation



Chapter 4. Distributed Collaborative Multi-Cameras for Tracking Moving Objects based on
IoVT Paradigms 135

Figure 4.11 shows the developed application. This simulator allows the user to create (Figure
4.11a) cameras with the previously mentioned features or to delete them (Figure 4.11d), and
to modify cameras location (Figures 4.11b and 4.11c) according to the user’s needs by the
translation (Equation 14) or the rotation (equation 15) of the cameras.

Figure 4.11: Simulator presentation

In the plan, the translation of the vector −→u (a, b), transforms the point M(x, y) into M ′(x′, y′)
as follows:

M ′(x′, y′) =


x′ = x+ a

y′ = y + b
(14)

Let O(xo, yo) be the origin and θ, the rotation angle. The rotation transforms the point M(x, y)
into M ′(x′, y′) as follows:

M ′(x′, y′) =


x′ = x · cos(θ)− y · sin(θ) + xo

y′ = x · sin(θ) + y · cos(θ) + yo

(15)

Figure 4.12 shows an example illustrating the different steps that the proposed system performs
to group the cameras. Figures 4.12a and 4.12c present the first two steps: determination of the
overlap area (intersection polygon) and calculation of the area of the polygons. Figure 4.12b
shows the last step of grouping the clustered cameras, represented with the same colour, using
the AHC-based clustering algorithm.

The system has been tested for six scenarios containing 50, 100, 150, 200, 250, and 300 randomly
positioned cameras. Knowing that the results’ quality is closely linked to the cameras’ location,
the system was tested 50 times for all cases. Each execution represents a random spatial
dispersion of the cameras. As a result, the system was run 300 times.

As we mentioned before, the overlap threshold (β) determines the minimum overlap area of all
cameras in the same cluster. However, β has a direct impact on the cluster camera selection
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Figure 4.12: Simulation example (a) Intersection polygons (b) Clustering result (c) Surfaces
matrix

process. To determine its adequate value, we will study this threshold’s effect on our ACH-based
clustering strategy. Consequently, Figures 4.13a and 4.13b show respectively the average and
maximum number of clusters according to the value β.

Ala-Eddine BENRAZEK Ph.D. Dissertation



Chapter 4. Distributed Collaborative Multi-Cameras for Tracking Moving Objects based on
IoVT Paradigms 137

0.00

50.00

100.00

150.00

200.00

250.00

300.00

Β  =  0 ,05 Β  =  0 ,3 Β  =  0 ,4 Β  =  0 ,5 Β  =  0 ,6 Β  =  0 ,7 Β  =  0 ,8

N
U

M
BE

R 
O

F 
CL

U
ST

ER
S

50 100 150 200 250 300

(a) Average number of clusters

0.00

50.00

100.00

150.00

200.00

250.00

300.00

Β  =  0 ,05 Β  =  0 ,3 Β  =  0 ,4 Β  =  0 ,5 Β  =  0 ,6 Β  =  0 ,7 Β  =  0 ,8

N
U

M
BE

R 
O

F 
CL

U
ST

ER
S

50 100 150 200 250 300

(b) Maximum number of clusters

0.00

50.00

100.00

150.00

200.00

250.00

300.00

Β  =  0 ,05 Β  =  0 ,3 Β  =  0 ,4 Β  =  0 ,5 Β  =  0 ,6 Β  =  0 ,7 Β  =  0 ,8

N
U

M
BE

R 
O

F 
IS

O
LA

TE
D

 C
AM

ER
AS

50 100 150 200 250 300

(c) Number of isolated cameras

Figure 4.13: Evaluate the AHC-based method depending on the β value

Figures 4.13a and 4.13b demonstrate that β has an almost negligible impact for values in the
range β ∈ ]0, 0.5] where the number of cluster results is stable. The average number of clusters is
stabilised in 13, 26, 40, 51, 64, 76, respectively, for a network of 50, 150, 200, 250, 300 cameras.
Concerning the values of the interval β ∈ ]0.5, 1], the number of clusters increases considerably
until the number of clusters reached the number of cameras in the network. According to these
results, we can conclude that the increase in β restricts camera membership due to the higher
required overlap areas between the cameras’ FoVs. Thus, higher overlap thresholds result in a
higher number of clusters and a smaller cluster size. In other terms, we interpret the result that
when the value of β increases by more than 0.5, the number of isolated cameras increases. To
confirm this conclusion, we evaluated the number of isolated cameras in the same experiments,
and the results obtained are shown in Figure 4.13c. A simple comparative observation of Figures
4.13a and 4.13b compared to Figure 4.13c, we can understand why the number of clusters reaches
the total number of network cameras. It is confirmed that as the value of β increases, the number
of isolated cameras increases. Therefore, the number of clusters containing a tiny number of
cameras also increases. It remains that the value of β when is equal to 0. This case is the
opposite that the value reaches 1. β = 0 means that there is no need to have overlapping areas
to be a member of a group, and this has the consequence that all cameras are grouped into one
group. In other words, β is totally negligible (see line 14 of algorithm 4.2).

The average and the maximum number of AHC-based clusters with β = 0.5 and Clique-based
clusters are shown in the Figures 4.14a and 4.14b, respectively, while Figure 4.15 represents
their grouping rat. The average of 300 cameras for the AHC-based clustering reaches 76 groups
and up to 84 as maximum groups, with a clustering rate of 0.74%. In comparison, there is an
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average of 67 groups and a maximum of 75 groups with a grouping rate of 0.77% for Clique-
based clustering. For 200 camera cameras, cluster average and maximum numbers have been
decreased to 51 and 59 clusters, and to 49 and 50 clusters for AHC and Clique-based clustering,
respectively, with a rate almost equal to 0.75%.

A rating of 0,73% for the AHC-based clustering and 0,75% for Clique-based clustering was
recorded for 150 cameras. For 50 cameras, the clustering rate was 0.75% and 0.65% for AHC-
and Clique-based clustering, respectively. Therefore, it can be concluded that the proposed
clustering methods achieved stability of approximately 0.75% and 0.74% for AHC- and Clique-
based clustering methods.
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Figure 4.14: Average and maximum number of clusters
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Figure 4.15: Clustering rate of AHC-based and Clique based method

Figure 4.16 illustrates that the number of cameras in the groups increases logarithmically with
the number of cameras in the network for both methods. According to the observed results, an
increase in camera density not only leads to an increase in the number of clusters (as shown in
Figures 4.14a and 4.14b), but also to a wider overlap between the FoV of the cameras, which
increases the size of the clusters. In the 300 camera test, the group size reached 6.22 cameras for
the AHC-based clustering method and 7.75 for the Clique-based clustering method. In the 50
camera network, the group size reached 4.2 and 4.77 for the ACH- and Clique-based clustering
methods, respectively.
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Figure 4.16: Average of cluster-size

To evaluate the proposed clustering method in terms of energy, we use the same camera co-
ordination mechanism proposed in [18]. Alaei et al. propose an algorithm for the internal
collaboration of cameras of the same groups generated by clustering formation. The algorithm
works at two levels : (i) the lower level, which includes scalar sensors like motion detection
sensors, and (ii) the upper level, which includes visual sensors (cameras). The algorithm starts
at the lower level when scalar sensors detect movements in their detection range. These sensors
warn the cameras located in the communication range that they have movements in their area.
In the beginning, all cameras (upper level) are in a sleep state. When the cameras receive a
message from the scalar sensors, each group’s cameras, in turn, trigger the periodic motion
detection according to algorithm 4.4.

Algorithme 4.4 : Cluster-based Cooperative Scheduling algorithm (from [18])

1: for ∀ Cj ∈ CL do . all clusters in parallel
2: i := 0 . start with the first camera of each cluster
3: Wake up camera number i
4: Capture an image and then call object detection()
5: if detection() == true then
6: Send the image to sink . In our context, the sink represents a fog node.
7: end if
8: i := i+ (1 mod Csize) . select next node of the cluster
9: go to line 3

10: end for

As reported by the algorithm 4.4, in each cluster, the cameras are awakened sequentially in-
termittently by the first camera during a time interval T = Tinterval which represents the time
between the awakening of two consecutive cameras (see Figure 4.17). This interval correlates

with the size of the cluster, therefore, the degree of overlap of clusters, and Tinterval =
Tp

Csize
,

where Tp is the total operating time of the system. In this way, each camera of a given cluster
periodically participates in the execution of the tasks shown in Figure 4.18 and finally sleeps
with a period determined according to the size of the cluster to which it belongs (next interval).
With this strategy, the energy consumed during the period Tinterval is reduced compared to the
energy consumed by n cameras without this coordination.
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Figure 4.17: Scheduling for a cluster consisting of three cameras (c1, c2, c3)

(P)

(t)

Tinterval

Power for 
Waking-up

Power for 
Capturing an 

image

Power for 
Processing an 

image

Power 
consumed in 
sleep mode

Figure 4.18: The main tasks of the camera in surveillance mode

From the previous Figure, we can define the energy consumed by a camera in Tinterval in active
mode as the total energy required to wake up, capture an image, and process it. This is
illustrated in Equation (16), where Eup and Ecap, and Eproc are, respectively, the consumed
energies to activate a camera, capture an image and perform the desired task.

Eactive
camera = Eup + Ecap + Eproc (16)

For each Tinterval only one camera wakes up in each group. This means that in Tinterval, there
is only one active camera, and the other (n−1) cameras are in sleep mode. Therefore, the total
energy consumed by a single group in Tinterval is the energy consumed by the active camera
and the energy consumed by the other cameras in sleep mode. The energy consumed by the
cameras belonging to the cluster of the size equal to Csize during each interval is estimated by
Equation (17), where Esleep is the energy of a camera in sleep mode.

Ecluster = Eactive
camera + (Csize − 1)× Esleep × Tinterval (17)

The number of activated cameras in the network is equal to the number of clusters because,
in each cluster, only one camera is activated at a time. The energy conservation ratio (ECR)
for each cluster was defined as the ratio of the total amount of energy consumed by the nodes
belonging to the cluster during each Tinterval in two ungrouped and grouped cases (see Equation
(18)).
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ERC =
Csize × Eactive

camera

Ecluster
(18)

Clusters with a larger number of cameras save more energy and have a higher RCE since an
overlapping region is shared among more coordinated members. For a network composed of
Csize cameras, the average ECR (AvgECR) can be defined depending on the average cluster
size (AvgCsize) as shown in that Equation (19):

AvgECR =
AvgCsize × Eactive

camera

AvgEcluster
(19)

Where,

AvgEcluster = Eactive
camera + (AvgCsize − 1)× Esleep × Tinterval
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(b) MeshEye camera

0.000

100.000

200.000

300.000

400.000

500.000

600.000

700.000

800.000

50 100 150 200 250 300

EN
ER

G
Y 

(J
)

NUMBER OF CAMERAS

AHC-based method  Clique-based method Conventional system 

(c) sleepCAM cameras

Figure 4.19: Estimated average energy consumption

Figure 4.19 show respectively the variation of the average energy consumed according to the
number and type of cameras with and without clustering: Cyclops “CIF (352x288) low resolution
camera“ (Figure 4.19a), MeshEye Camera “SD (640x480) medium resolution“ (Figure 4.19b),
and SleepCAM Camera, “1080p HD (1920x1080) high resolution“ (Figure 4.19c). Test results
are obtained Tinterval = 5s.

The results show that systems based on the clustering strategy consume less energy than con-
ventional systems. The difference rate between them increases considerably with the increase in
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Figure 4.20: Average energy conservation ratio (AvgECR)

the number of cameras in the network and the increase in the cameras’ resolution. In a network
of 50 Cyclops cameras (low resolution), the rate is reached 59% for the Clique-based approach.
This value is increased with a network of 300 Cyclops cameras until 70%, and up to 76% with
a network of 300 SleepyCAM cameras (high resolution).

With a simple comparison of the energy consumed between the two grouping strategies, we
can observe that the two methods have almost the same energy consumed. But with in-depth
analysis, we find that the AHC-based strategy consumes less energy than the Clique-based
strategy for a network of n cameras, where n ∈ ]0, 150] and vice versa in the opposite case (i.e.,
n ∈ ]150, 300]). The latter is correlated with the clustering rate explained above (see Figure
4.15). This means that if the number of clusters is decreased (or the number of cameras is
increased), the system will consume less energy.

Figure 4.20 presents the average energy conservation rate (AvgECR) between the two systems
using the three types of cameras mentioned above. The AHC-based method results are shown
in Figure 4.20a and the Clique-based method results are shown in Figure 4.20b. The results
show the AvgECR increases slightly when the number of cameras with low or medium res-
olution increases, but it increases substantially when the number of high-resolution cameras
increases. Between Figures 4.20a and 4.20b, we observe that the Clique-based strategy has a
higher AvgERC compared to the AHC-based strategy, and this is due to lower energy consump-
tion for the Clique-based strategy as we discussed above.

4.3.4 Summary

In this section, we have proposed two methods of clustering visual sensors/cameras based on the
degree of overlap between cameras as a clustering criterion rather than the distance criterion
used for scalar sensors. For system load distribution, the proposed strategy is executed at the fog
computing level. Each fog node is responsible for grouping all cameras located in its geographical
area (see Figure 4.4). The strategy execution is triggered after the cameras have been installed
in the surveillance area, where each camera sends its information (location, detection range
(Rs), and vertex angle (θ)) to the corresponding fog node. Once all camera information has
been received, the fog node starts computing the overlap between the cameras. It then executes
the appropriate clustering algorithm based on the degree of overlap between the cameras. At
the end of this strategy and after the camera groups have been created, each fog node sends to
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each camera its group ID and the neighbouring cameras (i.e., cameras that belong to the same
group).

The first proposed technique is based on the ascending hierarchical classification (AHC) al-
gorithm. This algorithm always starts with the grouping of strongly overlapping cameras.
However, this technique has partial knowledge of the network and its state, i.e., it only knows
the maximum overlap. The other overlaps are not taken into account (i.e., are completely
neglected).

For this purpose, we have proposed a second clustering technique that allows us to regroup not
only the two cameras that overlap the most, but also all cameras that overlap with as many
cameras as possible. This principle is adequate to find the groups we want according to the
answer we are given. To find this type of group, we model the network of cameras with a graph
where the vertices represent the cameras, and the arcs represent the existence of overlaps. This
means that there is an arc between two nodes if and only if the two cameras overlap. Based on
this modelling, we observe that the group of cameras we have to find represent a set of nodes
(cameras) that connect two by two. The latter is recognised by a Clique in graph theory. To
find this type of graph (i.e., Clique), we have used the Bron-karboch Clique search algorithm,
which allows us to find the maximum Clique, i.e., the maximum number of overlapping cameras.

The simulation results of these two proposed techniques show that the cameras are grouped
with a stable rate of around 75% and 74% for the AHC-based method and the Clique-based
method, respectively. Both methods have proven their efficiency concerning energy consumption
by applying the coordination algorithm proposed by 4.4 compared to the conventional system.
In this evaluation, we also observe that the Clique-based method is more efficient than the
AHC-based method.

4.4 The proposed distributed collaborative multi-camera for
tracking moving objects

Visual sensor networks play a crucial role in video surveillance systems based Internet of Video
Things (IoVT) to detect, re-identify, recognise and track objects to protect people and sensitive
places. Traditional video surveillance systems require more power, large bandwidth, and extra
storage space during acquiring, processing, and transmitting multimedia data on the network.
The system requirements increase due to the processing of the same events by several overlapping
cameras. To address this problem, we propose a new distributed and collaborative tracking
system based on the modern computing paradigm of IoVT. The system’s main purpose is
to increase network life, reduce processing costs, decrease communication data, and improve
tracking quality. The proposed system operates in two steps: (i) Electing a leader among a set
of cameras grouped according to the overlap degree of their FoVs, as we saw in the previous
section. (ii) Choosing the best assistants from neighbouring cameras to maximise detection
when the leader’s vision is insufficient to track the object. Only the leader and their assistants
are active. The other neighbouring cameras remain in an inactive state. To improve the real-
time data processing, the system’s load is distributed throughout the cloud-fog-mist computing
architecture proposed in section 4.2.
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4.4.1 Related works

4.4.1.1 IoVT paradigm based systems

In the last decade, the processes of VSS have become increasingly complex. In the smart city
context, the number of cameras can be reached to many thousands of cameras, and the use of a
single data centre requires significant computing and network resources to ensure the necessary
quality of information. Formally, the adaptation of emerging technologies such as cloud, fog,
and mist computing improves video surveillance systems’ performance. These technologies
provide a large capacity for real-time processing and storage. Despite all the advantages of
these technologies, there are not many surveillance systems in the literature that adopt them
[421].

• Cloud computing based systems

After failing traditional systems to handle big multimedia data, cloud computing has
successfully handled it [123, 426, 491]. The new cloud-based technology seems to have
created and set a new trend in video surveillance systems.

To control the extensive multimedia data generated by the video surveillance system, Xia
Wei et al. [455] used cloud computing as a service platform to manage data cooperatively
between system nodes. Another cloud-based system is proposed by [223]. The surveil-
lance is performed through a multi-drone system called ”DroneTrack”, which uses a cloud
robotics platform (Dronemap Planer) to manage and control drones on the Internet to
track moving objects in real-time. The paper [474] presents a smart training room surveil-
lance system based on mobile Internet and cloud computing. The cloud server is used to
support the storage capacity and processing performance of the video transmission. Using
a mobile device, the user can access the cloud server anytime and anywhere, either to
obtain information on the status of surveillance rooms or to submit control commands.
Mohammad et al. [23] propose a distributed surveillance system based on Edge and cloud
computing to manage the distribution of bandwidth on cameras better and ensure efficient
data transfer to the system’s processing side.

• Fog computing based systems

Due to the high latency of transferring massive multimedia data to cloud computing and
the requirement of real-time processing in video surveillance systems, several researchers
have proposed to customise the fog computing paradigm to address these challenges. With
fog computing, the video surveillance data will be processed at the edge of the network.
In other words, the intelligence will be pushed to the edge for extracting the relevant
information and decide in real-time. The latter is recently demonstrated by [299], where
the authors develop a fog computing infrastructure that uses deep learning models to
process the video stream generated by surveillance cameras. The obtained experimental
results confirm that using different deep learning models at different levels of the fog
infrastructure allows processing the data stream in real-time and thus serve delay-sensitive
applications.

Anang et al. [25] propose an adaptation of fog computing to develop a distributed surveil-
lance system for facial recognition. This system is divided into two phases: features
extraction and recognition. The first phase is executed at the fog computing level to
minimise massive multimedia data transmission. The second phase is performed in cloud
computing due to the need for high computing power. Ning Chen et al. [99] propose
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a traffic surveillance system based on fog computing. The system monitors vehicles on
the roads in real-time through information fusion, rapid decision-making, and situational
awareness. Juan et al. [435] propose a new infrastructure for smart city surveillance
systems based on the Edge computing paradigm, allowing real-time process data.

4.4.1.2 Collaborative based systems

Recently, several video surveillance systems propose using multi-camera collaboration techniques
to improve the quality of tracking moving objects and reduce the amount of redundant data
caused by the overlap of several cameras’ FoV. Jingjing et al. [164] propose a new architecture
for a cooperative multi-UAV surveillance system based on the animal colony perception method
for tracking moving objects. Santamaria et al. [361] present an intelligent, cooperative video
surveillance system based on Edge and fog computing architectures to manage communication,
distribution, and data processing of multi-cameras to detect and track objects. Luo et al. [259]
propose a new algorithm for collaborative tracking of moving objects in a multi-camera network
based on the layout of partially superimposed regions (LOPOR) to calibrate collectively several
cameras, where each camera shares its information with the computing centre to obtain a global
report on the objects.

The major drawback of all these proposals is that in a collaborative environment, the number
of communications and the amount of information shared increases proportionally with the
number of cameras, which requires additional bandwidth and energy. This increase may lead
to an extra communication cost and risks of network overload and congestion due to the large
number of messages transmitted on the network.

The possible solution to address these challenges is reducing or optimising the number of cameras
participating in the surveillance process. Many solutions for optimising active cameras have been
proposed in the literature on different networks, mainly wireless multimedia sensor networks
(WMSN) and wireless visual sensor networks (WVSN). The first one contains scalar sensors
(motion, temperature, light sensor, etc.) that transmit scalar data [483] and visual sensors that
transmit images or videos—the second consists of many camera nodes [392].

In WMSN, Andrew Newell et al. [303] propose a new distributed trigger scheme to minimise
active cameras. The authors use scalar sensors distributed in the surveillance zone to operate
the smallest number of cameras. The scalar sensors detect events in the surveillance area and
inform the neighbouring cameras. The system determines cameras that must be activated to
capture and transmit the image based on the number of action messages received by the adjacent
sensors located in the Field of view (FoV) of the concerned camera. In the same way, Salim
and Ramad [357] propose a collaborative trigger scheme that allows the selection of a minimum
number of cameras with better coverage and without loss of information by activating cameras
located in the event area using neighbouring scalar sensors in addition to cameras that have FoV
that intersect the event area. Priyadarshini et al. [335], propose to combine Centralized cum
Sub-Centralised (CSC) scheme with a Scalar Intersection (SI) to manage multi-event coverage
in WMSN. The target is to reduce the number of unnecessarily activated cameras to reduce
power consumption, minimise redundant data, and maintain event regions’ efficient discovery.
They also designed a new algorithm to activate a minimum number of cameras with maximum
area coverage. The latter is based on the election of a leader for each sensor sub-area to inform
neighbouring cameras. In [336], the selected leader is the scalar sensor having the minimum
average distance from the rest of the scalar sensors belonging to a particular sub-region. In
the same context [337], the authors propose to select the scalar heads hierarchically, such that
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the selected child node of a given parent node is placed at a distance equal to twice the depth
of FoV of the cameras. These works focus a lot on energy minimisation and do not consider
the usefulness of visual tracking. The cameras chosen based on the data received by scalar
sensors are not necessarily the best in the tracking process. Also, in multi-event occurrences,
the cameras are still active even if the environmental coverage rate decreases.

In WVSN based systems, Che-Cheng and Jichiang [90] propose collaborative coordination be-
tween all surveillance cameras using a single-leader election algorithm for automatically selecting
the number of cameras that track objects. The latter does not optimise the number of active
cameras but only determines the camera to follow an object. Also, the algorithm uses criteria
and parameters that are not significant for the electoral process, such as the comparison between
cameras identifier. To activate a set of cameras for tracking, Wei Li in [240] proposes calculat-
ing the correlation between the observations. In this case, the system activates only cameras
with a high observation correlation between them. This method does not consider the cost of
the energy consumed, and according to [500], this method cannot be applied to deterministic
deployment.

In [284], the cooperative cameras are divided into a subgroup of active cameras and a subgroup
of static cameras. The static cameras capture and integrate images to detect and track objects;
meanwhile, the active cameras high-resolution images to track objects. This work focuses only on
monitoring efficiency but does not consider energy consumption and storage space requirements.
SanMiguel and Cavallaro [360] present a method for creating camera coalitions in multi-camera
networks and demonstrate collaborative target tracking. The coalition formation was considered
as a decentralised resource allocation process. In the process, the best cameras among those
viewing are selected as a coalition using marginal utility theory. However, these approaches do
not account for the dynamics of the network and the complexity level that will be increased to
improve the continuous tracking of multi-camera objects.

4.4.1.3 Clustering based systems

Many studies use clustering methods to alleviate network traffic. Therefore, communication is
allowed only between the cameras of a group containing a detected object. Yoder et al. [489]
propose a facial tracking system distributed in the WVSN that uses a clustering protocol, with a
leader camera in each cluster. The leader is selected according to the best distance between the
location of the object’s face and the camera. However, the distance does not allow choosing the
best leading camera since the latter may not have the best vision on the object. Furthermore,
all the cluster cameras participate in the tracking process, even if it is not necessary.

To improve the real-time tracking, Shuai Zhao et al. [510] propose a dynamic camera collab-
oration framework based on the community (or cluster) concept to detect overlapping areas.
This mechanism allows through the Clique Percolation Method (CPM) to optimise the number
of active groups. A new selection method proposed by Bhuvana et al. [60] allows cameras to
make an independent decision on participation in the monitoring process. In this method, the
selected cameras form a cluster that has a fusion centre between them. The role of this latter is
the distribution of the global state to the cameras of the cluster. However, this method does not
change the fusion centre and requires the knowledge of the total number of camera nodes that
visualise the current target. To limit the communication area, avoid network congestion, reduce
the redundancy of detected data and limit the rapid reduction in energy, Masoud Zarifneshat et
al. [495] propose a distributed semi-localized clustering scheme with a dynamic selection of the
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leader camera. However, the cluster size is static, which is not always effective, and the energy
of the cluster leader rapidly decreases [9].

4.4.1.4 Probabilistic based systems

Probabilistic methods have also taken a very important part in the improvement of CCTV
based IoT. Tessen et al. [411] propose a method to select a subset of cameras dynamically
in a network to obtain the best possible tracking quality. The method is based on a well-
known probabilistic mathematical theory, namely the Dempster-Shafer Theory of Evidence.
Nevertheless, this selection process does not depend on the true observations [60]. Liang Liu et
al. [250] addressed the problem of selecting the minimum number of cameras in WVSN based on
the minimum cost criterion instead of the maximum utility. The proposed method consists of two
phases: the target detection phase, which uses the Probing Environment and Adaptive Sleeping
algorithm (PEAS) to select the most appropriate cameras, and the cooperative localisation phase
based on Bayesian estimation. According to [448], this solution is not applicable to tracking
objects with multi-cameras in a collaborative way.

Table 4.1 summarises the various conducted research between 2010 and 2020 in the field of video
surveillance systems.

4.4.2 The proposed distributed collaborative tracking system

In this section, the proposed algorithm for distributed collaborative tracking objects is presented
as the following.

4.4.2.1 System operation diagram

The operating scenario of the proposed system is very simple, as shown in Figure 4.21. At
the first and after installing the cameras in the surveillance zone, each camera transmits to
the responsible fog node all their information (coordinates, FoV, viewable angle θ and visible
distance Rs). The next step is grouping cameras using one of the proposed methods discussed
in section 4.3. After extracting the clusters of neighbouring cameras, the fog node informs each
camera about its neighbours. Once a camera detected an object, the election process starts
between them (neighbouring cameras only) to choose the leader. If the leader’s vision is not
sufficient to follow the object, this latter starts the process of selecting the assistant cameras.
The assistant cameras are chosen among those maximising the leader’s vision. After that, all
concerned cameras start the tracking of the detected object. During the tracking process, the
feature vector of the tracked object may change. In this case, the cameras that detect this
change inform the responsible fog to update this object’s feature vectors. At the end of each
tracking process, the object will leave the FoV of one of the cameras following it. If the camera
is an assistant, the system will continue to operate; but two schemes can arise if the camera
is the leader. The first one is when the leader works on the tracking alone; in this case, the
leader informs the fog node that the object is lost and send the last information (location and
feature vector) of this object before leaving. In the second one, the leader works with a subset
of assistant cameras, and in this case, the leader informs its neighbours to initiate the election
process to choose a new leader.

Ala-Eddine BENRAZEK Ph.D. Dissertation



Chapter 4. Distributed Collaborative Multi-Cameras for Tracking Moving Objects based on
IoVT Paradigms 148

Table 4.1: Summary of related work on CCTV

Refs
Infrastructure System Purpose

IoT-N CC FC SCam DA CCam OP TO OCam

[474] × × × × ×
[299] × × × × × × ×
[90] × × × × - ×
[510] × × × × ×
[23] × × × × ×
[455] × - × ×
[223] × × × ×
[25] × × - × ×
[99] × - × ×
[435] × × ×
[164] × × ×
[361] ×
[259] × × × × × - ×
[303] × × × × - ×
[357] × × × × - ×
[335] × × × × × × × ×
[336] × × × × × × ×
[337] × × × × - ×
[240] × × × ×
[489] × × × × ×
[60] × × × - - -
[495] × × × × - -
[411] × × × × -
[250] × × × × - -

( ): Fully supported, (×): Not supported, (-): Not mentioned
IoT-N: IoT network, CC: Cloud computing, FC: Fog computing, SCam: Smart
cameras, DA: Distributed architecture, CCam: Collaborative cameras, OP: Online
processing, TO: Tracking objects, OCam: Optimisation cameras.

4.4.3 Camera collaboration algorithm

In the following, we introduce a new camera collaboration algorithm based on the general
diagram presented in the section 4.4.2.1. The latter is characterised by an almost negligible
message exchange rate and consists of three main steps: leader election, assistant selecting and
collaborative tracking. The first step is the lead camera’s election, which has the best vision on
the detected object. In addition to the monitoring task, the leader’s role is to select the assistant
cameras and coordinate the information exchange between them. The elected leader performs
the second step to search for assistant cameras and select -if needed- the most appropriate for
real-time tracking, minimum redundant data, lower storage space, and less energy consumption
with better tracking quality. The third step is the collaborative tracking of the object by the
leader and their assistants.

Before starting the discussion of the proposed algorithm and to better follow up, the used
process, variables, functions and message types used in the algorithm with the role of each one
are respectively summarised in the Tables 4.2, 4.3, and 4.4.
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Figure 4.21: Conceptual diagram of the proposed algorithm
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Figure 4.22: Data structures

To give more detail on the collaboration and coordination algorithms, we define in the following,
the behaviour of the cameras and the related events.

• Cameras can detect multiple objects, but they track only one: this rule reduces
the complexity of the tracking process (detection, feature extraction and tracking process).
Therefore, if a camera is tracking an object and detects another object, two cases arise.
If the camera is a leader, it remains focused on the object being monitored; otherwise,
the camera interrupts the tracking and starts the newly detected object’s election process.
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Table 4.2: Description of the used variables

Variables Description

obj Data structure of an object (see Figure 4.22)
id o Object identifier
vx Feature vector extracted by the camera
cam Camera data structure (see Figure 4.22)
assistants List of camera ci’s assistants
id c Camera identifier
vs Camera vision on the object
vs Complementary vision
max vs Variable contains the maximum vision
leader Variable contains the identifier of the leader camera

leader Variable contains the ID of the camera that will probably become the leader
state State of the camera ∈ {”free”, ”candidate”, ”sleep”, ”active”}
threshold The necessary vision for tracking the object
nb msg Number of messages received by the camera
sum comp vs The sum of complementary visions
cur cord The current coordinates of the object being tracked
nex cord The next coordinates of the object being tracked

Table 4.3: Description of the functions

Functions Description

get vx() Calculate the feature vector of the detected object
get vs(vx) Calculate the camera vision on the detected object from their feature

vector vx
get com vs(vxi,
vxj)

Calculate the complementary vision of the camera ci with regard to the
camera c j which have the vision vector vxi and vxj respectively

max vs com(L[] ) A function that returns the camera having a maximum complementary
vision

create id object() A function that works on the generation of new identifiers for the new
objects

This constraint ensures that the first object is followed up by at least the head camera
and ensures that the newly detected object has at least one candidate camera.

• Each camera participates in only one election at a time: if there is more than
one election operation, the cameras participate in only one of them. This rule avoids a
conflict that occurs, like when a camera participates in two election operations, and it is
chosen as a leader in both.

• The leader camera is the camera that has the max vision on the detected
object: the leader always has the maximum vision. This constraint allows minimising
the number of assistant cameras will choose by the leader to track the object.

• The leader’s election is carried out only once for each object which is already
being tracked: if a new camera detected an object that is already being tracked by a
set of cameras, the latter would be blocked for tracking this object.
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Table 4.4: Description of messages

Messages Description

Election (...) Sent by the camera that detected an object to the neighbouring
cameras. It informs that there is a detected object in order to
start the election operation between the cameras that detected or
tracked that object

Accept (...) Confirmation message sent by the leader camera to inform the
candidate cameras that they have been accepted for tracking the
object with it

Reject (...) Sent by the leader camera to inform the candidate cameras that
they have been refused

Re-election (...) Sent by the leader camera to indicate that the tracked object is
lost (leaving their FoV)

Leave (...) Sent by the assistant cameras to the leader when the tracked object
is lost or when another object has been detected in their FoV

Request Id Object (...) Sent to the fog node to request an ID for the detected object
Inform Id Object (...) Sent by the fog to the camera that requested an ID, the answer

contains the object identifier detected by this camera
Lost Object (...) Sent by the leader camera to inform the fog that the tracked object

is lost and there are no assistants
Inform Fog (...) Sent by the fog to the neighbouring fog nodes when an object

leaves its coverage area

• The camera leaving the group informs the leader: this constraint allows the leader
to remove the camera from the set of assistants and guarantees the optimisation of com-
munications between the cameras and avoid network congestion.

• The leader stop assistants election when the accrued visions reached the
threshold: in the step of assistant cameras selection, the leader stops selecting when
the sum of its vision with the selected assistant cameras’ vision is greater than or equal
to the sufficient vision for tracking the object (threshold). The maximum vision must be
reached with the minimum of cameras.

• The leader informs the corresponding fog node when the object disappears
from its FoV: The object can be lost in internal or external dead zones (see Figure
4.23). In this case, the leader informs the fog node that the object is lost. If the object is
lost in the external dead zone, the fog sends an information message to the neighbouring
fog nodes that will probably receive the object.

In the proposed system, the camera can be in four states during its life cycle (Figure 4.24):

Figure 4.24: State transition diagram of the camera in its life cycle
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Figure 4.23: Some examples of dead zones

• A Free camera is a camera without any moving objects in its FoV.

• A Candidate camera is a camera that has detected an object and ready for the election
process.

• A Sleeping camera is a camera that has detected an object which is currently tracked
by another camera.

• An Active camera is a camera in the process of tracking an object, whether it’s a leader
or an assistant.

The proposed approach consists of a set of algorithms executed by the cameras or by the fog
computing nodes according to the requests received in messages or detected events as shown
in the Table 4.5 (the numbering of algorithms does not mean the scheduling of the execution).
The rest of this section describes the proposed algorithms starting with those executed at the
edge or camera level, then the algorithms executed in the fog nodes.

4.4.3.1 At the camera level

Algorithme 4.5 : Election preparation

1: leader ← −1;
2: leader ← id c;
3: state← ”candidate”;
4: nb msg ← 0;
5: candidate list← ∅;
6: rejected candidate list← ∅;
7: assistants← ∅;
8: vx← get vx ();
9: vs← get vs (vx);

10: sum comp vs ← vs;
11: max vs← vs;

The objective of algorithm 4.5 is to avoid code redundancy. It is a set of instructions to be
executed before starting the election to prepare each camera’s local variables.
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Table 4.5: Execution levels of each algorithm

Algorithms Free camera
Candidate
camera

Sleep
camera

Active camera
Fog node

Assistant
camera

Leader
camera

Algorithm 4.5

Algorithm 4.6

Algorithm 4.7

Algorithm 4.8

Algorithm 4.9

Algorithm 4.10

Algorithm 4.11

Algorithm 4.12

Algorithm 4.13

Algorithm 4.14

Algorithm 4.15

Algorithm 4.16

Algorithm 4.17

Algorithm 4.18

Algorithme 4.6 Upon : detecting an object

1: if (state = ”free”) or (state = ”sleep”) or (state = ”active” and id c 6= leader) then
2: ** start video recording **
3: if (state = active) then
4: Send Leave (id c) to leader;
5: end if
6: ** execute algorithm 4.5 **
7: Send Request Id Object (vx) to fog;
8: end if

Algorithm 4.6 is executed by cameras that detect an object in their FoV. In the first step,
the camera tests if its current state allows it to start an election process. If the constraints
are verified, the camera starts video recording. Suppose the camera is an assistant to another
leader. In that case, it sends a resignation message ”Leave” to its leader, executes the election
preparation algorithm and then sends a message to the fog node corresponding to the surveillance
zone to get the detected object identifier.

When the camera receives a response from the fog on the requested identifier (algorithm 4.7),
the latter becomes a local object identifier, and an ”Election” message is sent to all neighbours.

Algorithme 4.7 : Upon receiving Inform Id Object (id oj) from fog

1: id o← id oj ;
2: Send Election (id o, vx, vs) to neighbours;
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Algorithme 4.8 : Upon receiving Election (id oj, vxj, vsj) from camj

1: if ((state 6= ”sleep”) then
2: if ((state 6= ”free”) and id o = id oj) then
3: if (state = ”active”) then
4: if (leader = id c) then
5: Send Reject ( ) to camj ;
6: end if
7: nb msg - -;
8: else if (max vs < vsj) or ((max vs = vsj) and (leader < camjˆ.id c)) then
9: max vs← vsj ;

10: leader ← camjˆ.id c;
11: else if (leader = id c) then
12: vs← get com vs(vx, vxj);
13: if ((vs 6= 0) and (vsj 6= 0)) then
14: candidate list[].add((cj , vs));
15: else
16: rejected candidate list[].add((cj , vsj));
17: end if
18: end if
19: nb msg + +;
20: if (nb msg = #neighbours) and (state 6= ”active”) then
21: if (leader = id c) then
22: leader ← id c;
23: state← ”active”;
24: ** started tracking process and execute algorithm 4.9 **
25: else
26: leader ← leader;
27: candidate list← ∅;
28: rejected candidate list← ∅;
29: end if
30: end if
31: else
32: Send Election (id c, ∅, 0) to cj ;
33: end if
34: else if vsj 6= 0 then
35: Send Election (id c, ∅, 0) to cj ;
36: end if

Algorithm 4.8 is executed when a camera receives the message ”Election” from neighbouring
cameras. If the latter is not free and the received object is the same currently tracked, the
leader camera sends a message ”Reject” to the transmitting camera to inform it that the object
is already tracked. Suppose it’s not the case. If the transmitting camera’s vision is greater than
the maximum vision max vs, the transmitting camera is set as a potential leader. In the case
of equality, the camera with the highest identifier is chosen as a potential leader. Suppose the
receiving camera is the potential leader, and the complementary vision between the two vision
vectors is not equal to zero. In that case, the transmitting camera is added to the accepted
candidate list. Otherwise, it is added to the rejected candidate list.

When the receiving camera is not free, or the received object is different from the detected
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object, the camera responds with an ”Election” message with a void vision to be excluded
later. The same treatment is applied to the sleeping cameras.

All participating cameras identify the end of the election when they receive a message from
all their neighbours. If the camera remains the potential leader, it becomes the leader, starts
the tracking process and goes to the assistant selecting step. Otherwise, it saves the potential
leader’s identifier as the leader’s identifier and clears the lists’ content.

Algorithme 4.9 : Selection

1: k ← 0;
2: while (k < |candidate list| and sum comp vs < threshold) do
3: candidate← max vs com(candidate lis[]);
4: sum comp vs← sum comp vs+ candidateˆ.vs;
5: Send Accept () to candidateˆ.id c;
6: assistant[].add(candidate);
7: k + +;
8: end while
9: if (k < |candidate list|) then

10: while (k < |candidate list|) do
11: Send Reject () to candidate list[k]ˆ.id c;
12: k + +;
13: end while
14: end if
15: for (C ∈ rejected candidate list[]) do
16: if (Cˆ.vs 6= 0) then
17: Send Reject () to Cˆ.id c;
18: end if
19: end for

The assistant camera selection algorithm (algorithm 4.9) allows the leader to choose the min-
imum number of assistants with a maximum complementary vision to track the object. To
achieve such a result, the leader scrolls through the list of candidates (candidate list[]) and
takes the camera having the maximum complementary vision to its vision. The leader informs
each selected camera through the message ”Accept”. This step ends when the sum of visions
has reached the maximum threshold (according to the fifth constraint); otherwise, all the neigh-
bouring cameras are selected. The leader informs the remainder cameras, if they are present,
with a ”Reject” message.

According to the algorithm 4.9, the candidate camera receives one of two messages from the
leader. Either a confirmation message (”Accept”) or a nonacceptance message (”Reject”). Upon
receipt of the ”Accept” message, the camera changes its state to ”active” and starts the tracking
process (algorithm 4.10). When a candidate camera receives a ”Reject” message, the camera
interrupts the video recording, changes its state to ”sleep” and adds the detected object to the
list of blocked objects (algorithm 4.11).

Algorithme 4.10 : Upon receiving Accept (idj) from cj

1: state← ”active”;
2: leader ← −1;
3: ** The Tracking Process Started **
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Algorithme 4.11 : Upon receiving Reject () from cj

1: ** Stop Video Recording **
2: state← ”sleep”;
3: blocked object list.add(id o, vx);

At any time, an active camera may lose the tracked object when this latter leaves its FoV
(algorithm 4.12). In this case, the camera stops recording the video and stops the tracking
process. If the camera is a leader and has no assistants, it sends the message ”Lost Object”
to inform the fog that the object is lost; otherwise, it sends the message ”Re− election” to all
neighbours. When an assistant camera loses the tracked object, it sends a resignation message
”Leave” to the leader and initialises its state to ”free”. In some cases, the camera loses one of
the detected objects and not the tracked one. In this case, the camera removes it from the list
of blocked objects ”blocked Object List”.

Algorithme 4.12 : End of the Event

1: if tracked object is lost then
2: ** stop video recording and tracking process **
3: if (leader = id c) then
4: if (#assistant = 0 ) then
5: Send Lost Object (id o, vx) to fog;
6: end if
7: Send Re-election (id c, id o) to neighbours;
8: else
9: Send Leave () to leader;

10: end if
11: state← ”free”;
12: else
13: blocked object list.remove(the lost object);
14: end if

When the leader loses the tracked object, it sends a ”Re − election” message for all cameras.
Indeed, some cameras can get the tracked object in their FoV, but the latter is inserted in the
”blocked object list[]”. The loss of the object to the leader gives a chance to all cameras that
having seen this object to follow it. In this situation, two cases may arise (algorithm 4.13):
the receiving camera is an assistant, or it is a camera in ”sleeping” state, having the object in
its ”blocked object list[]” as well as in its FoV. In both cases, the camera executes the election
preparation algorithm to select a new leader and then send the neighbours’ election message.
The object will be removed from the ”blocked object list[]” if the camera is not an assistant.

The leader automatically removes the resigning camera from its assistant cameras list when it
receives the ”Leave” message from one of its assistants (algorithm 4.14).

4.4.3.2 At the fog computing level

Since the cameras are grouped in clusters with separate fog nodes, tracking an object between
the fog regions requires synchronisation between them. The fog intervention ensures tracking
continuity when an object shifting occurs from one zone to another and reduces ID-switch
errors. To do this, as soon as a camera detects an object, it requests an identifier from the fog
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Algorithme 4.13 : Upon receiving Re-election (id cj, id oj) from cj

1: if (leader = id cj) then
2: ** execute algorithm 4.5 **
3: Send Election (id o, vx, vs) to neighbours;
4: nb msg ++ ;
5: else if (state = sleep and id oj ∈ blocked object list[]) then
6: Object ← blocked object list[].get(id oj);
7: if (Object stay in FoV) then
8: ** execute algorithm 4.5 **
9: Send Election (id o, vx, vs) to neighbours;

10: nb msg ++ ;
11: end if
12: blocked object list[].remove(id oj);
13: end if

Algorithme 4.14 : Upon receiving Leave(id cj) from cj

1: assistant[].remove(id cj);

Algorithme 4.15 : Upon receiving Request Id Object(vxj) from cj

1: if ( vxjˆ.cur cord ∈ list objs cur tracking) then
2: obj ← list objs cur tracking.get(vxjˆ.cur cord);
3: id o← objˆ.id o;
4: else if (vxjˆ.nex cord ∈ list received obj then
5: obj ← list received obj.get(vxjˆ.nex cord);
6: id o← objˆ.id o;
7: else if (V ectorjˆ.feature points ∈ list his obj then
8: obj ← list his obj.get(vxjˆ.feature points);
9: id o← objˆ.id o;

10: else
11: id o← create id object();
12: obj ← new object ();
13: objˆ.id o← id o;
14: end if
15: Send Informer Id Object (id o) to ci;
16: obj.add(vxj);
17: list objs cur tracking.add(obj);

(algorithm 4.15). The latter uses the feature vector received from the transmitting camera and
performs searching or matching with the objects already tracked or being tracked. If the match
is successful, then the fog sends the recovered identifier to the transmitting camera; otherwise,
it creates a new identifier for this object. The fog can also receive messages from the nearest
fog nodes in the case of loss of the tracked object. In this type of scenario, the fog uses the last
recorded coordinates of the lost object in addition to the feature vector to check if it is in its
area (algorithm 4.16).

Upon receipt of the ”Inform Fog” message (algorithm 4.17) from the fog nodes, the receiving
fog adds the received object to the list of received objects list received obj which means that
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Algorithme 4.16 : Upon receiving Lost Object (id oj, vxj) from cj

1: if (vxjˆ.cur cord /∈ fog zone) then
2: obj ← list objs cur tracking.get(id oj);
3: obj.add(vxj);
4: Send Inform Fog (obj) to fog nearest to cur cord;
5: list his obj.add(obj);
6: end if

Algorithme 4.17 : Upon receiving Inform Fog (objj) from fogj

1: list received obj.add(objj);

this object can enter their area. This type of messages allows minimising the number of identity
switches when the object travels through the external dead zone.

The object’s feature vector may change over tracking. When the camera detects a change, the
new feature vector is sent to the fog in the message ”V ector Update”. Upon receipt of this
message, the fog stores the current object vector to the (list his obj) list and replaces it, in the
list of current tracked objects (list objs cur tracking), with the new one(algorithm 4.18).

Algorithme 4.18 : Upon receiving Vector Update (objj) from cj

1: obj ← list objs cur tracking.get(objjˆ.id o);
2: list objs cur tracking.remove(objjˆ.id o);
3: list objs cur tracking.add(objj);
4: list his obj.add(obj);

4.4.3.3 Case study

To better show how the proposed algorithms work, we present the system’s behaviour about
some scenarios graphically (Figure 4.25 and 4.26). The used environment consists of five cameras
separated into two groups. The first group contains C1, C2 and C3 and the second group contains
C4 and C5. The maximum vision threshold is set to 80%.

Figure 4.25-(a) shows the initial state’s surveillance zone, where all cameras are free (state =
”free”). In Figure 4.25-(b), the first object has entered into the FoV of the cameras C1 and
C2. According to the proposed algorithm, C1 and C2 have the right to launch the election
operation since they are in the free state (algorithm 4.6). Each camera starts recording the
video on this object and then initialises their variables according to algorithm 4.5. The vision
of C1 and C2 is respectively set to vs = 60% and vs = 40%. After completing algorithm 4.5,
the cameras send a message Requeste Id Objet to the fog to find out the object identifier. The
fog, in turn, executes algorithm 4.15 to search for this object in the object lists (current list
of tracked objects, received objects list and historical objects list). Assuming that this object
does not exist in all lists (i.e., never tracked in this area), the fog creates a new identifier for the
object (for example ”id o = O1”) and sores each vector received from C1 and C2. The created
identifier O1, is sent to C1 and C2.

Upon receipt of the fog’s response (algorithm 4.7), C1 and C2 send an election message to all
neighbours and execute algorithm 4.8 for each received election message. Figure 4.26-(a) shows
the exchange of messages between neighbouring cameras, according to the election algorithm.
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Figure 4.25: An example showing the functioning of the proposed algorithms in an artificial
context

At the end of the election, each candidate camera knows the leader camera, for example C1 and
C2 know that C1 is the leader through the variable probable leader which contains the identifier
of C1 (leader = C1). The leader camera C1 puts its identifier in the leader variable changes its
state to active ”state := active” and starts the tracking process.

After the election, C1 executes the selection algorithm (algorithm 4.9) since its vision on the
object O1 is lower than the threshold. C1 needs assistant cameras for good tracking. The execu-
tion of the algorithm 4.9, leads O1 to choose C2 as assistant camera (see the last message sent by
C1 to C2 in Figure 4.26-(a)). C2 executes the algorithm 4.10 after receiving the confirmation of
C1, puts the identifier of C1 in the leader variable, changes its state to active (”state = active”)
and starts the tracking process with C1. Figure 4.25-(b) shows that C1 and C2 are currently
tracking the object O1. The state of the other cameras remains in the sleep mode, since they
have not seen the object (vs = 0%).

During tracking, if any change occurs in the object’s features vector, the camera sends an
update message to the fog containing the new vector. The fog adds the received vector to
the list of vectors of the corresponding object (algorithm 4.18). This option allows grouping
different features vectors of the same object from different angles and places to create a complete
profile of the object. This latter will be used to detect any trace of the concerned object in the
surveillance area.

Over time, the object O1 moves within C3 FoV (Figure 4.25-(c)). The latter detects O1 with
a vision of 50%, starts video recording and executes algorithm 4.5 then sends a message to the
fog to get back the O1 identifier. Upon receipt of the identifier (algorithm 4.7), the camera
sends the election message to its neighbours C1, C2. Knowing that C1 and C2 are two active
cameras, the leader C1 sends a Reject message to say that this object (O1) is already tracked,
as shown in Figure 4.26-(b). In this case, C3 will be blocked (state = ”sleep”) according to the
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Figure 4.26: Communication diagram between cameras for collaborative tracking
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algorithm 4.11. C2 as an assistant camera, simply ignore the message (algorithm 4.8) since the
detected object is already tracked by C2.

In the next scenario, another object enters into the FoV of C2 with a vision rate of vs = 70%
(Figure 4.25-(d)). At this moment, C2 is tracking the O1 with the leader C1, but according to
algorithm 4.6, C2 is authorised to launch the election process since it is an assistant camera.
For that, C2 sends a resignation message to the leader, executes algorithm 4.5 then sends a
Request Id Object message to the fog to get back the identifier of this object. Assuming that
the detected object does not exist in the fog’s object lists, the latter executes algorithm 4.15,
creates a new identifier O2 for this object and sends it to C2. After the receipt of the object’s
ID, C2 sends an election message to the neighbours, as shown in Figure 4.26-(c). C2 becomes
the leader for O2 as it is the only camera that can see O2 among all neighbours cameras.

As shown in Figure 4.25-(e), the object O1 leaves the FoV of the leader camera C1 (algorithm
4.12). In this case, it sends a Lost Object message to the fog computing because it is the
only tracker of O1 and a Re election message to the neighbours C2, C3 for possible re-election.
Knowing that C3 is in the sleep state, O1 has been already detected by C3, and it is still in
its FoV; it executes algorithm 4.5 to prepare for the election operation and sends the election
message to all neighbours except C1. C2 is a leader camera that tracks O2, so it does not
participate in the elections. Figure 4.26-(d) further clarifies this scenario.

When O2 leaves the FoV of C2 (Figure 4.25-(f)), the latter sends the message Lost Object to
the fog. In turn, the fog predicts the next position of the leaving object and verifies whether if it
is still in its area (algorithm 4.16). In our scenario, the object remains in the surveillance zone,
so the fog does nothing. C2 also sends a Re− selection message to the neighbours; however, C1

and C3 do not see the object. C3 will behave in the same way as C2 when the object O1 leaves
its FoV.

Over time, the C5 camera detects O1 and C3 detects O2 (Figure 4.25-(j)), and each of them
follows the same steps. They start video recording and send the message Request Id Object
to the fog. Upon receipt of the answer, they send the election messages to their neighbours.
At the end of the process, C3 becomes the leader for O2, and C5 becomes the leader for O1,
and they start tracking the detected objects. There is no assistant in this scenario because the
neighbours of C3 do not see the object, same for the neighbours of C5.

Figure 4.25-(h) shows the leaving of O2 from the FoV of C3 and the detection of O1 by C4. When
C3 detects the end of tracking of O2, it informs the fog and then broadcasts the re − election
message to its neighbours. Based on the prediction of the next position, the fog does nothing
because the object is still in its surveillance zone. The neighbouring cameras also do nothing
since they do not see the object. The detection of O1 push C4 to start the election process with
C5 (algorithm 4.6, 4.5, 4.7). Since O1 is already followed by C5 as a leader, the latter responds
to C4 with a Reject message (algorithm 4.8), which put the state of C4 to sleep mode as shown
in the scenario in Figure 4.26-(e).

When the object O1 leaves C5 FoV (Figure 4.25-(i)), this latter sends the message Lost Object
to the fog and a Re election message to C4 knowing that C5 is the only one that tracks O1.

At the fog level, nothing is happening, since the object O1 did not leave the surveillance
area(algorithm 4.16). The camera C4 firstly tests if the object was already detected (in the
blocked object’s list) and secondly if it is still in its area (algorithm 4.13). In the proposed
scenario, both conditions are verified, so C4 starts the election process, as shown in Figure
4.26-(f).
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The Figure 4.25-(i) also shows the entry of the object O2 in the C5 FoV which becomes free
after the leaving of O1. C5 starts the election process (algorithm 4.6, 4.5, 4.7) and becomes a
leader on O2 since C4 is the leader for O1 (see Figure 4.26-(f)).

C1

C2 C3

C4

C5

Tracked Objects

Object detected but 

not tracked

Figure 4.27: Weakness point

C4 and C5 continue to track O1 and O2 until they leave their FoV, then send a Lost Object
message to the fog and the Re− election message to the neighbours (algorithm 4.12). Based on
the prediction of the next positions, the fog knows that O1 and O2 have left its surveillance zone
and, in turn, send the Inform Fog message to inform neighbouring fog nodes of the possibility
that these objects may have entered their zones (algorithm 4.16). All receiver fogs add the
received objects in the received objects list ”list received obj” (algorithm 4.17).

The proposed scenario does not allow a camera to track more than one object at a time. This
constraint is due to the requirement of machines with more computing capacity and higher
energy which is not present in our case. However, all algorithms can be easily used in a multi-
tracking environment. Indeed, each camera can start the proposed algorithms separately for
each object if its capacity can allow that. The limitation can only be at the camera level since
fog computing’s definition considers that its power and storage capacity is sufficient. Further,
in video surveillance systems, the tracking is performed only for suspect objects and not for all
moving objects, making such a scenario obsolete only when the number of suspicious objects is
greater than the number of cameras (Figure 4.27).

4.4.4 Simulation and results

This section discusses the simulation results of the proposed cameras collaboration algorithm
for tracking moving objects. The difficulty of having access to a real monitoring platform and
the absence of a public simulator, which allows certain flexibility in communications, has led us
to develop our own simulator2. This latter was implemented in JAVA with the JADE3 platform,
and each camera, object and fog node was modelled by an agent. The system was executed on a
workstation equipped with an Intel(R) Xeon(R) E5-2620V3 2.4 GHz processor, 16 GB memory
capacity, and operating system-based Linux. The simulation was performed by a network of 240
cameras distributed over 20 sub-areas, where each one includes 12 cameras and one fog node.
The cameras in every sub-area are divided into two neighbouring camera groups, including 6 of
the most overlapping cameras.

2The full JAVA code is available on GitHub platform: https://github.com/AlaEddinePHD/

Collaborative-camera-simulator
3JADE: Java Agent Development Framework
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• Motivation to use the multi-agent paradigm for our simulator implementation

The major development that has enabled the design of truly autonomous, distributed
artificial intelligence systems is the agent paradigm [383, 405, 458]. The agent paradigm
extends the object-oriented paradigm [67, 184]. An object is the basic passive element com-
monly used in object-oriented design, extended to create autonomous software modules
capable of independent reasoning and self-adaptation to an evolving external world called
agents (agent-oriented design). Therefore, a multi-agent system (MAS) is a community
of such autonomous, intelligent, and goal-oriented agents who cooperate and coordinate
their decision-making to reach a global goal [34]. Despite the often heated nature of the
debate about agent definitions, some characteristics are agreed upon [516]:

– Autonomy : agents are partially independent, self-aware, autonomous and capable of
exchanging knowledge about the environment. The metric to define the autonomy
level is given in the article [109].

– Reactivity : agents can perceive and adapt to environmental changes. These are key
points of an agent’s autonomy.

– Local views: no agent has a full global view of the system, or the system is too
complex for an agent to make practical use of such knowledge.

– Decentralization: there is no designated controlling agent (or the system is effectively
reduced to a monolithic system).

To benefit from the characteristics of the multi-agent system, we use it to implement our
simulator. Many agent platforms have been developed to simplify the development of
multi-agent systems. For the demonstration of the proposed simulator, JADE is chosen
as the agent development platform. JADE is widespread agent-oriented middleware with
clearer design and implementation features, better documentation, and completely dis-
tributed middleware. In JADE platforms, the agents communicate with each other via
the FIPA4 communication protocol. Figure 4.28 shows the software architecture of the
developed simulator.
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Figure 4.28: Software architecture of our developed simulator

4FIPA: Foundation for Intelligent Physical Agents.
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The experiment was executed 10 times, using 500 objects in each one. The duration of one
experiment takes, on average, from 6 to 7 hours. The iterations are distinguished by the number
of objects present at the same time in the surveillance zone. To obtain the closest results to
reality, each object enters the surveillance zone with random coordinates and moves freely with
random trajectories.

Figure 4.29 shows two adjacent surveillance zones. The system coloured the camera’s FoV with
four colours to indicate the state of each of them: green FoV for leaders, orange for the assistant
cameras, black to represent the free cameras, and red for the blocked cameras.

Figure 4.29: Screenshot of the developed simulator with two surveillance zones

Table 4.6 shows the system’s number of actions on the cameras’ state when objects pass through
their FoV. The system’s behaviour is studied according to the number of objects simultaneously
in the surveillance zone. It is clear that the activation rate of cameras as a leader increases
with the increase of the number of parallel objects in the surveillance area, while the number
of assistants decreases significantly. This is due to multiple objects in the overlap area, leading
the system to switch the cameras from the assistant state to the leader state. We also notice a
decrease in the cameras’ blocking actions with the increase in the number of objects in parallel
to meet the system’s needs.

To evaluate our algorithm in terms of energy consumption, bandwidth and amount of the
produced data, we calculated the time taken by active and passive cameras. Figure 4.30 shows
that the proposed system allows an average saving time of 22.62 % of the total execution time.
We note that the saving time decreases slightly with the increase of the number of parallel
objects in the surveillance area. The reduction in camera operating time leads to decreased
energy consumption, bandwidth, and amount of the produced data.

In addition, we have calculated some quality measurement widely used in state of the art to
evaluate tracking in video surveillance systems. Table 4.7 provides a short description of the
evaluation criteria, and Figure 4.31, 4.32 and 4.33 show the proposed system’s behaviour related
to these latter.

The system gave good results even when the number of objects in parallel increases in the
surveillance zone. In Figure 4.31, the system had a slight increase in FA due to the recognition
module, which failed to detect the moving object correctly. In fact, surveillance cameras do not
have the same fields of view, and the characteristics of an object facing the camera are not the
same when the same object is positioned in the rear or profile.
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Table 4.6: Number and types of activations of the cameras during the tracking of 500 objects

# of parallel ob-
jects

1 2 3 4 5 6 7 8 9 10

# of activations
as a leader

3998 4181 4158 4082 3786 4159 3851 3793 3901 3765

# of activations
as an assistant

81 76 70 64 52 69 41 42 33 31

# of activating
actions

4079 4257 4228 4146 3838 4228 3892 3835 3934 3796

# of blocking ac-
tions

2490 2637 2612 2537 2428 2545 2201 2241 2182 2071

Total system Ac-
tions

6569 6894 6840 6683 6266 6773 6093 6076 6116 5867

Activation rate as
Leader

60,86 60,65 60,79 61,08 60,42 61,41 63,20 62,43 63,78 64,17

Activation rate as
Assistant

1,23 1,10 1,02 0,96 0,83 1,02 0,67 0,69 0,54 0,53

Blocking rate 37,91 38,25 38,19 37,96 38,75 37,58 36,12 36,88 35,68 35,30

25,26   25,34   24,20   23,84   23,35   

22,07   20,59   20,42   19,76   21,35   
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Figure 4.30: The conservation rate obtained during the tracking of 500 objects

Figure 4.32 shows that our system has good management of ID switches compared with conven-
tional systems. Indeed, the communication between fog nodes reduces recognition errors when
the object leaves the fog surveillance area. In a conventional system, the camera that detects a
new arriving object has no idea about the latter’s history. However, the proposed system sends
all information of the leaving object to the neighbouring fog nodes.

Figure 4.33 shows that the number of tracked objects at more than 80% of their trajectory
decreases when the number of objects in parallel increases. This drop in performance was
caused by the diminution in the number of assistant cameras. Indeed, the lack of free cameras
faced with the increase in the number of objects forces the cameras that play the role of assistant
to be released to consider the latter’s monitoring, which directly affects the monitoring quality.
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Table 4.7: Evaluation measures

Measure Better Description

False Positives Lower Number of objects having crossed the surveillance zone
but are not tracked by any camera until leaving the zone

False Alarms Lower Number of objects tracked by two or more cameras as
different objects

Identity Switches Lower Number of object identity changes due to ambiguous or
noisy observation

Mostly tracked tar-
gets

Higher Number of objects tracked at more than 80% of their
trajectory during their passage through the surveillance
zone

Mostly lost targets Lower Number of objects tracked at less than 20% of their tra-
jectory during their passage through the surveillance zone
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Figure 4.31: The average number of errors

4.4.5 Summary and perspectives

This section introduced a novel distributed and collaborative tracking system, which manages
the communication of IoVT paradigms based cameras in wireless visual sensor networks. The
proposed system aims to increase network life and improve tracking quality by reducing pro-
cessing costs, energy consumption, and multimedia data traffic. The main idea is to elect one
camera as a leader among a group of cameras based on overlapping fields of view to ensure
the tracking. The system can also consider the use of assistants to enhance efficiency when
the leader’s vision is not sufficient to follow the object. The other non-selected neighbouring
cameras remain inactive to reduce energy consumption. The proposed solution has achieved
good results, increasing the conservation rate by up to 25% in terms of energy, bandwidth,
data transmission and storage, which positively impacts the lifetime of wireless visual sensor
networks.

During the experimental analysis of our approach, another issue was encountered. This problem
resides in the time necessary to find the identifier of the objects in question at the fog nodes,
and more precisely at the level of Algorithm 4.15. where the fog node will launch a sequential
search on its dataset to find the object identifier (the most similar) in order to re-send it to the
requesting cameras and identify the object by the same identifier according to question (RQ1).
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1 2 3 4 5 6 7 8 9 10

Proposed system 424 468 565 525 583 662 792 708 784 830

Conventional system 2071 2132 2169 2143 1933 2290 2180 2092 2235 2118
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Figure 4.32: The total number of switches (ID Sw)
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Figure 4.33: The ratio of ground-truth trajectories that are covered by a track hypothesis for
at least 80% and for at most 20% of their respective life span

Sequential searching basically means that the fog searches through the entire dataset. Therefore,
the search time increases relatively with the number of feature vectors loaded into the dataset
(linear complexity O(n)). With the passage of system operation time, the number of feature
vectors increases dramatically depending on the time and the number of objects tracked in that
time. Due to this increase, the search time increases; consequently, the waiting time of the
requesting camera also increases, where there is a particular occasion when the camera receives
the response from fog after the objects are out of their field of vision.

To avoid this issue, we need a new mechanism that allows us to properly organise the data and
reduce the search time as much as possible. The main objective of the technique that we need is
to improve the search time and avoid the search time’s influence on the tracking process, which
is a real-time process.

4.5 Conclusion

In this chapter, we have proposed an intelligent video surveillance system for tracking moving
objects in a large-scale surveillance area as part of smart city systems based on the emerging
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paradigms of IoVT. Our proposed system’s principal purposes are to improve tracking quality
and reduce overhead costs in terms of energy, bandwidth, and storage.

Before designing this system, several research questions are asked in section (4.1). On this basis,
in section (4.2), we present our proposed multi-camera video surveillance architecture based on
the IoVT framework. The proposed architecture comprises five layers (Visual sensor layer, mist
computing, fog computing, cloud computing, and Application layer). Each layer has specific
tasks carried out on it among the tasks of real-time tracking of moving objects. According to
the task’s time-sensitivity, these tasks are assigned according to the task requirements and the
layer nodes’ resources.

Our system’s coordination mechanism is not applied on all cameras in the system, instead
only on sets of cameras that we call clusters or communities. This strategy aims to facilitate
the implementation and reduce the coordination mechanism’s complexity and restrict the com-
munication area between cameras only at the cluster level. For this purpose, we propose in
section (4.3) two methods of grouping cameras. Both methods are based on the cameras’ FoV
overlapping criterion according to question (RQ4) rather than the distance criterion.

The proposed collaborative approach is based on intelligent cameras that can communicate with
other cameras or other equipment and process the generated data. This type of camera allowed
us to create an efficient multi-camera coordination mechanism in real-time. This mechanism
can manage camera tasks, communication, and information intelligently and efficiently, reduce
the number of cameras pandering the tracking without influencing the tracking quality. The
proposed system, as shown in section (4.4), operates in two phases: (1 ) Electing a leader (or
cluster head -CH-) among a set of cameras grouped according to the overlap degree of their FoVs
(see question RQ5). (2 ) Choosing the best assistants from neighbouring cameras to maximise
detection when the leader’s vision is not sufficient to track the object. Only the leader and their
assistants are active. The other neighbouring cameras remain in an inactive state. In other
words, only cameras suitable for tracking objects are allowed to work (question RQ2). The
obtained results show that we have reduced the system’s operating time by 25% of the total
operating time. The latter means that there is no capture, recording, or transmission of data
by the cameras at this time, which means less resource consumption (processing, storage, and
bandwidth). Therefore, the power consumed and the cost of the system are reduced. Also, the
system has significantly reduced the number of ID-switches, which means the tracking process
is improved (according to question RQ1).
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5.1 Introduction

At the end of the previous chapter, we mentioned that the sequential search for object re-
identification or labelling during tracking gives us a poor performance that negatively affects
our proposed system, especially when the data becomes large. This has become a critical
problem, especially for large scale multi-camera networks, where the number of visual sensor
nodes is enormous, and the amount of multimedia data is correspondingly large (Big IoVT
data). The standard search approach is to search not in real multimedia data, but in feature
vectors extracted from them [248]. In such environments, an exact match makes little sense,
and the concepts of proximity (similarity, dissimilarity) are generally much more helpful for
searching [498].

Proximity search has become a fundamental computational task in a variety of application areas,
including multimedia information retrieval, data mining, pattern recognition, machine learning,
computer vision, and statistical data analysis. With our proposed tracking system, it is easy
to see how vital search speed is and how difficult it is to achieve the desired response time. In
this case, we need a new mechanism that allows us to properly organise the data and reduce
the search time as much as possible. To design such a data organisation mechanism, several
questions need to answer.

5.1.1 Research questions and hypotheses

RQ1. What is the chosen data organization paradigm?

In our context, efficient indexing and searching in extensive data collections is one of the
most promising paradigms for addressing our issues [498]. Indexing is a data organisation
step that should allow efficient access to data when performing similarity queries. Indexing
techniques aim to build a data structure that organises the database [130], to provide quick
access to the objects in a database by reducing the search space, the cost of input-output,
and the number of calculations of distances between objects. In other words, the index
provides the efficient implementation of associative search [150].

RQ2. Multidimensional space or Metric space?

Images in our system go through the feature extraction process, so every image is repre-
sented as a K-dimensional feature vector. The basic assumption is that the two images
are similar according to a distance metric if the corresponding feature vectors are similar.
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Therefore, we can say that the image retrieval problem may be considered a multidimen-
sional search problem.

Indexes in multidimensional space are more rigid because of their strong dependency by
type or, more specifically, by their geometric properties. This dependency makes the
implementation of a flexible structure for a reliable system very difficult. According to
Vlastislav Dohna [126], a lot of work has been done on multidimensional space by exploit-
ing its geometric properties. However, index and search techniques for multidimensional
spaces usually work well only for low-dimensional spaces. Even indexing methods specifi-
cally designed for higher dimensions typically cease to be effective when the dimensionality
exceeds twenty.

The metric space approach has been found to be very important in building effective
indexes for similarity searching. The most important advantage is that many data types
can be indexed because the metric space does not make any requirements on their content
or the intrinsic structure of the data, but only a function of distance [271, 498]. In other
words, the metric space is more flexible and simpler than the multidimensional space,
allowing us to create an index structure that can handle any type of data. Thanks to this
advantage, our surveillance system remains more reliable if the cameras’ data changes due
to a change in the feature vector extraction technique or the cameras’ heterogeneity in the
system. Another advantage is the possibility of adding other types of data transparently,
such as adding different types of sensors in the future. For this reason, we resort to general
metric spaces.

RQ3. What is the most appropriate indexing structure for large IoVT data?

According to our review of existing indexing techniques presented in chapter 3, tree in-
dexing structures are the most commonly used in metric space. Tree indexing structures
are dynamic structures with data changes. These structures do not require periodic re-
organizations of the structure that requires more expensive resources. Instead, it ensures
continuous indexing. Thanks to the logarithmic complexity of the insertion and search
provided by tree structures, the search time is reduced logarithmically depending on the
number of indexed objects. We believe that using the tree structure will be the best choice
for our index based on its advantages.

RQ4. How to improve the quality of the index structure?

Most structures suffer from index degradation problems in large-scale data. An inherent
insufficient space partitioning in tree-based indexes is the main factor causing this problem,
resulting in intra-regional overlap or overlap between tree nodes. These overlapping regions
grow rapidly with significant growth in data. Likewise, with the increase of intra-regional
overlap, the degeneration of the index structure becomes more widespread. To avoid
this problem, according to our study, partitioning data based on hyperplanes is preferred
rather than hypersphere-based partitioning (see the last paragraph of section 3.4.2.1). For
this reason, this partitioning technique will be used in our structure that we are going to
propose.

RQ5. How to improve the time and quality of search?

The objective of the research is to find the desired information quickly and inexpensively.
Two main factors directly affect the quality of research:

• Overlapping partition spheres

All Knn search algorithms are based on spheres (the query point/object and the
query radius). It is true that the suggested hyperplane partitioning eliminates the
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overlapping of partitions but does not guarantee that the spherical modelling of
partitions does not overlap. High-overlapping spheres of partitions lead to access
to most nodes during the search process. This requires more time as well as more
cost of distance calculation, even compared to sequential searching. To solve this
problem, we need another technique based on hyperplane partitioning to reduce this
overlap. As a preliminary hypothesis, we can use a classification technique such as
a data partitioning strategy. Typically, classification techniques aim to split data
into clusters to group similar objects together as much as possible and separate
dissimilar individuals as much as possible. For this reason, we must shed light on
these techniques and consider the possibility of using them and taking advantage of
their benefits.

• Over-partitioning

Over-partitioning is another factor we must take into account. Over-partitioning is
a problem of unnecessary partitioning of data where similar data will be dispersed.
This causes an increase in the height of the tree and the search space (the number of
paths traversed in the index structure). To overcome this problem, we need a new
strategy that allows us to avoid similar data partitioning as much as possible and
maintain the partitions’ homogeneity to find similar objects faster.

RQ6. How to ensure indexing large-scale data?

With the new computing paradigms that have emerged in the IoVT arena, distributed
indexing systems offer a promising solution to solve the search and discovery problem in
Big IoVT data. The latter distributes the system load over the system’s different layers
(from the sensor to the data centre) through the different emerging paradigms. For the
latter solution, several issues must be taken into account to create an efficient indexing
structure:

• Is it possible to implement the structure at multiple levels?

• How to partition the indexing system load between these levels?

• To reduce network bandwidth, overall cost, and efficiency, how to select the partition
and the steps to be performed?

Data indexing has been selected as a paradigm for organising and managing massive IoVT
data (RQ1). According to the search questions, we have defined the indexing structure’s main
requirements to propose for indexing feature vectors of the proposed surveillance system to
improve the time and quality of research and increase the real-time performance tracking process.
Consequently, Metric space has been selected as a universal abstraction for data due to the
particular advantages discussed in (RQ2). The proposed structure must be a tree structure to
benefit from its simplicity, dynamism, and low complexity (RQ3). The tree-based structures are
usually based on recursive space partitioning. At this level, the proposed structure should take
into account the intra-regional problem through hyperplane-based data partitioning (RQ4). As
this overlap increases, the search is likely to degenerate into a complete analysis of the dataset,
increasing search time and reducing search quality (RQ5). Also, the structure must take into
account the cost of CPU resources and I/Os (RQ5). To adapt this structure to our system,
it is essential to adapt it to our architecture proposed in section 4.2. This adaptation allows
the proposed structure to benefit from the emerging computing paradigms of the IoVT, which
represents the most powerful real-time processing capacity provided by fog computing due to
its proximity to cameras and the greater storage capacity offered by cloud computing (RQ6).
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The remainder of the chapter is organised as follows. Section 5.2 presents the proposed ar-
chitecture for the proposed IoVT data indexing mechanism. Section 5.3 explains in detail the
proposed index structure. The proposed structure is validated on different types of real data,
and the experimental results are presented in section 5.4. Finally, section 5.5 concludes our
work and offers some perspectives.

5.2 System architecture overview
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Figure 5.1: IoVT data indexing and discovery in cloud-fog-based environment

The goal of the new index structure that we will develop is to accelerate the search for the iden-
tification process present in the tracking system proposed in the IoVT environment through
an efficient indexing mechanism based on the IoVT paradigms. This mechanism adapts and
leverages modern computing paradigms to address data storage, processing and indexing chal-
lenges and to improve the quality of research and system/user queries on large-scale IoVT data.
Figure 5.1 shows a global view of the cloud-fog-mist computing architecture for the proposed
IoVT data indexing mechanism and shows the main elements included in the proposed system
with the roles of each in the process of indexing and discovering IoT data which are discussed
in [141].

The scenario of the proposed system starts at the visual sensor layer or camera layer. This layer’s
role is limited to capturing and collecting images/videos of moving objects in the surveillance
environment. The next layer is the mist layer. This layer has three main roles in our indexing and
discovery process chain: (a) abstraction, (b) representation, (c) communication, and (d) query.
Each mist node at this layer processes the collected images and extracts for each detected object
its feature vector (according to the proposed tracking system, see Figure 4.2). In our context,
feature vector extraction represents a higher-level description of the raw data sufficient to infer
information and insights, which are represented axiomatically in machine-readable formats.
In our system, transmitting abstracted data instead of all raw data between system elements
reduces communication and power consumption in in-network processing.
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According to specific protocols, all these mist nodes can transmit and communicate real-time
information to carry out intelligent re-organisations, controls, and online monitoring [372]. The
mist nodes transmit their generated data to the corresponding fog node. According to our
proposed system’s tracking process, the mist node can send queries to the fog node at any time
to request the ID of a detected object to identify it during tracking.

The role of the fog layer in the proposed IoVT data indexing and discovery process chain is
: (a) aggregation, (b) indexing, and (c) discovery (d) communication. Each fog node receives
data from all nodes in the lower layer (mist layer) and aggregates it. Then, the fog nodes will
index this data in the proposed indexing structure. Our indexing structure is created in this
layer to develop an efficient real-time distributed indexing mechanism that allows us to search
in real-time. Thus, each fog node has its own structure known as a local structure. The real or
raw data (images/videos) indexing in the fog layer is transmitted to the cloud layer to store it.

According to our description of the proposed tracking system in chapter 4, the mist node sends
requests to the corresponding fog node to identify the requested objects during the tracking
process. To answer these requests, the fog node has the possibility of discovering and searching
for this object in its local structure. Suppose the query responses are not available in the
local index structure. In that case, the latter re-transmits the received search request to the
neighbouring fogs nodes through communication and collaboration between the fogs nodes, as
shown in Figure 5.1. Therefore, each neighbouring fog node received the search request, started
searching in its local index structure, and re-send the answers to the sending fog node. The
latter, in return, aggregates the responses received and chooses the best answer, and forwards
them to the requesting user.

In our indexing and discovery process chain, cloud plays the role of (a) indexing, and (b)
discovery, in addition to (b) storage and (c) analysis. The real data indexed in the fog layer is
stored in the cloud thanks to its large storage capacity and can be used for long-term analysis.

Over time, the amount of data indexing at the fog node reaches its maximum storage capacity.
In this case, the fog node transmits its local index structure to the cloud, and in turn, the cloud
links the index structure with the actual data that is already stored in it. With the collection
of several local indexes of several fog nodes, a global index has been created, which contains all
the data of systems in the form of a forest.

At this point, we can identify two scenarios according to the layer where the request was sent.
There are cases where the user (Application layer) sends the request directly to the fog layer
to obtain simulated objects from a given object only in the corresponding fog region. In this
case, the fog node starts the similarity search process on the local index structure. When the
fog nodes locate the local index structure’s response, it sends requests to the cloud to retrieve
the real data searched and re-send it to the user requesting it. The second scenario is when the
user sends his request to the cloud, and in this case, the user must retrieve all similar objects
of a given object in the overall surveillance area. In this case, the cloud sends the request to
each fog node in the surveillance system. Then, each fog node finds similar objects via the local
index structure and forwards the cloud response. From these responses, in addition to their
result obtained from the search in the global index, the cloud retrieves the real data for each
answer and relays it to the user.
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5.3 The proposed indexing approach

The problem of exponential data growth in our video surveillance system has led to a requirement
for new solutions that allow us to manage and process huge amounts of camera data efficiently
and flexibly. Therefore, this section presents a new efficient method for indexing massive data
in the multi-camera network, adaptable to our proposed architecture based on IoVT paradigms
to improve the quality of the data discovery and retrieval process in real-time.

5.3.1 BCCF-tree definition

The proposed approach called Binary tree based on Containers at Cloud-Fog computing level
(BCCF-tree). BCCF-tree is a metric space indexing technique that recursively divides the data
set into two disjoint regions by selecting two pivots at each iteration. It is a structure similar
to the GH-tree in that both partition the data set recursively via the generalised hyperplane
principle. The difference is that the BCCF-tree uses different data partitioning techniques,
different pivot selection strategies, and different node types.

Firstly, a leaf node EC consists merely of a subset of the indexed objects stored in a container
or bucket. This type of node is deployed to avoid unsatisfactory node division and extend it
completely to metric space (RQ5).

EC ⊆ E

where, |EC | ≤ cmax. is the contents of the leaves of the tree partition E.

Secondly, an inner node N is a sextuple:

(p1, p2, r1, r2, NL, NR) ∈ O ×O × R+ × R+ ×N ×N

where:

• (p1, p2) are two distinct objects, with d(p1, p2) > 0, called pivots. These pivots are initiated
by the two centroids returned by the k-means clustering algorithm during partitioning.

• (r1, r2) are the distances to the farthest object in the sub-tree rooted at that node N
with respect to p1 and p2, respectively, that is, ri = max{d(pi, o),∀o ∈ N} for i = 1, 2,
where it is used to help define two balls, B1(p1, r1) and B2(p2, r2), centred on p1 and p2,
respectively (see the right side of Figure 5.3).

• (NL, NR) are two sub-trees (see the left side of Figure 5.3), such that:

– NL = {o ∈ N : d(p1, o) < d(p2, o)} for the partial ball centred on p1;

– NR = {o ∈ N : d(p2, o) < d(p1, o)} for the partial ball centred on p2;

According to the description of our system architecture in section 5.2, Figure 5.2 shows a
distribution of our proposed indexing structure in the cloud-fog computing layer. Each fog
node includes a local BCCF-tree created from data transmitted by cameras located in their
geographical area.

As shown in Figure 5.2, BCCF-tree structure is composed of two levels, namely:
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Figure 5.2: Cloud-fog-based distribution of the BCCF-tree

� Internal Node Level : These nodes contain two pivots (p1, p2) and two pointers to the
left and right sub-trees. All internal level nodes have empty containers (|EC | = ∅), which
means that data is not stored in this layer, only the pivots.

� Leaf Node Level : These nodes do not contain pivots or pointers but have containers that
store a set of objects whose size is less than or equal to cmax (|NCi | ≤ cmax).

Figure 5.2 also illustrates that for each leaf node that contains a set of feature vectors at the
fog node, there corresponds a cluster containing the real data (images) of the indexed feature
vectors in the cloud.

5.3.2 Data partitioning technique

To reduce the overlap of BCCF-tree nodes, BCCF-tree is based on space partitioning through the
k-means algorithm (Algorithm 5.1), which allows to group the most similar objects and separate
dissimilar objects. Figure 5.3 illustrates the partitioning of data into two non-overlapping regions
using the k-means algorithm.

Pivots are objects that are used to eliminate as many objects as possible from the search path.
Therefore, selecting pivots represents an essential step. In the literature, many algorithms are
based on a random selection (e.g., the first two objects inserted). This arbitrary selection can
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Figure 5.3: Partitioning of space with BCCF-tree

affect the performance of search algorithms [219]. As shown in Figure 5.3, at each step of the
recursive partitioning process, two pivots are initiated by the centroids retained by the k-means
algorithm, where the latter takes the two most distant points from a subset of elements cmax as
initial centroids.

The cost of this strategy is reasonable because the search space in the index that we propose
does not exceed the square root of the total size of the container (cmax =

√
n). This means

that the determination of the two elements furthest from each other in the containers remains
linear, which is acceptable. In addition, it is applied only if the container reaches its maximum
capacity (RQ5).

5.3.3 Construction of BCCF-tree

The construction of a BCCF-tree is incremental, based on partitioning of data using k-means
clustering. The BCCF-tree is a hierarchical directory where the insertion is done from top
to bottom. The formal description of the BCCF-tree construction process is represented in
algorithm 5.2.

For the insertion of a new object o in the BCCF-tree structure, we travel through the tree until
finding the appropriate leaf node to insert it according to the distance d(oi, pi) between the
inserted object and the pivots of the internal nodes. When the cardinal limit of the container is
reached (|EC | ≥ cmax), the k-means algorithm (see Algorithm 5.1) is applied over all container
objects to partition them into two distinct groups. In the initial step of the k-means process, the
two most distant objects that correspond to the initial centroid of the two clusters are chosen.
Then, the algorithm places the objects in the nearest centre cluster and recalculates the new
centre of each cluster. Finally, the operation is repeated until the algorithm converges. At the
end of this process, two well-separated clusters (C1, C2) and two centroids (c1, c2) are obtained,
which have become the pivots (p1, p2) of the divided node. Two new leaf nodes are created for
both clusters, and each cluster is inserted into a container of one of the corresponding new leaf
nodes (see Figure 5.3).

. Complexity of BCCF-tree construction

The BCCF-tree construction algorithm’s cost on a database of size n can be estimated by
two terms. The first term corresponds to the complexity of the k-means clustering algorithm
which is estimated based on the size of the partitioned data cmax with cmax =

√
n, the number
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Algorithme 5.1 k-means algorithm for BCCF-tree partitioning

1: Input:
2: E = {e1, e2, · · · , ecmax} . set of cmax objects
3: k = 2 . number of clusters
4: c = {c1, c2} . initial centroids: two most distant objects
5: Maxiters = 100 . limit of iterations
6: Output:
7: c = {c1, c2} . the two centroids obtained
8: C = {C1, C2} . the two clusters obtained
9: Begin

10: C = ∅
11: change := false
12: iter = 0
13: repeat
14: iter+ = 1
15: Assignment Step: assing each object ei to the cluster with the nearest center

16:
∆
=


C

(t)
1 ← ei if {d(ei, c1) ≤ d(ei, c2)

C
(t)
2 ← ei if {d(ei, c1) > d(ei, c2)

17: Apdate Step: update the centres

18: c
(t+1)
i = 1

|C(t)|
i

∑
ej∈Ci

xj

19: Update the centres with the modified clusters:

20: C(t) = {C(t)
1 , C

(t)
2 }

21: until iter ≥Maxiters ∧ C(t) = C(t−1)

22: return (c
(t)
1 , c

(t)
2 , C

(t)
1 , C

(t)
2 )

23: End.

of clusters m with m = 2 (because the BCCF-tree is a binary tree) and the number of the
iterations t to converge for a database [494]: O(2 · t · cmax). The second term corresponds to
the complexity corresponds to the sequence of calculations carried out while going down in
the tree during index creation, which gives by O(n · log2(n)). With the combination of these
two terms, we obtained the global complexity of our construction algorithm, which gives the
following expression: O((n · log2(n)).2(t ·

√
n)).

5.3.4 kNN in BCCF-index

Our kNN search algorithm in BCCF-tree is done in two steps:

. STEP ONE : The estimation of the radius for the query

To increase search quality and reduce search time in the BCCF-tree, we propose an estimation
algorithm that minimises the query radius to reduce the number of leaf nodes visited during
the search. Algorithm 5.3 presents the formal description of our algorithm.

The radius is estimated based on the intersection between the query ball Bq(q, rq) and the
internal nodes balls Bi(pi, ri) only. At the first, the radius of the query rq initialized to infinity
(rq = +∞). Next, the estimation process starts to descend to the bottom of the tree as long as
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Algorithme 5.2 Construction of BCCF-tree

Insertion-BCCF

 o ∈ O,
N ∈ N ,
d : O ×O → R+

 ∈ N
With:

• rL = max{r1, d(p1, o/e)}

• rR = max{r2, d(p2, o/e)}

∆
=



EC = {o} if N = ⊥
Add(o,EC) if N = EC ∧ |EC | < Cmax

(e1, e2) = Farthest objects(EC),
(c1, c2, C1, C2) = k-means(e1, e2, EC), (algorithm (5.1))
∀e ∈ C1 : (c1, c2, rL, r2, Insertion-BCCF(e, L), R)
∀e ∈ C2 : (c1, c2, r1, rR, L, Insertion-BCCF(e,R))

 if N = EC

(p1, p2,⊥, Insertion-BCCF(e, L), R) if N = (p1, p2,⊥, L,R) ∧
d(p1, o) ≤ d(p2, o)

(p1, p2,⊥, L, Insertion-BCCF(e,R)) if N = (p1, p2,⊥, L,R) ∧
d(p1, o) > d(p2, o)

there is an intersection between the query ball Bq(q, rq) and the sub-tree balls Bi(pi, ri). During
the descent, the radius is decreased each time it passes over an internal node. This process stops
before reaching the leaf nodes or there is no more intersection between the query ball and the
sub-tree balls.

. STEP TWO : kNN search

Once the estimation algorithm is complete, the kNN search algorithm starts. Algorithm 5.4,
formally describes the search kNN in a BCCF-tree. The searches are made from balls while
data has been partitioned. The search is done by calculating the intersection between the query
ball, which was initialised by the value estimated in the first step, and the two sub-tree balls.
While the intersection between the balls is present, the search process keeps going down until
it reaches the candidate leaf nodes.

The leaf nodes contain a subset of the indexed data with a maximum cardinal cmax. At the
leaf level, the algorithm is quite simple. To find the k closest neighbours of a leaf, they have
to be sorted according to their increasing distances to the q request object. Then, we return
at most the first k objects already sorted. Note that an actual sort is not necessary; there is a
variant, called ”k-tri”, which is only in O(cmax · log2(k)), rather than, O(cmax · log2(cmax)). The
complexity of the operation on a sheet is very fast, since cmax is a logarithm of the collection’s
size.

. Complexity of kNN research in BCCF-tree

Let us consider the case cmax =
√
n, the time complexity is in the order:
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Algorithme 5.3 Estimated radius of query rq for kNN search in BCCF-Index

Estimated-rq


N ∈ N ,
q ∈ O,
d : O ×O → R+,
rq ∈ R+ = +∞

 ∈ (R+ ×O)N

With:

• rLq = min{rq, (d(q, p1) + r1)}

• rRq = min{rq, (d(q, p2) + r2)}

• rLRq = min{rq,max{(d(q, p1) + r1), (d(q, p2) + r2)}}

• rEL
q = Estimated-rq(NL, q, d, r

L
q ) . Bq(q, rq) ∩BN1(p1, r1)

• rER
q = Estimated-rq(NR, q, d, r

R
q ) . Bq(q, rq) ∩BN2(p2, r2)

• rELR
q = min{Estimated-rq(NL, q, d, r

LR
q ),Estimated-rq(NR, q, d, r

LR
q )}

. Bq(q, rq) ∩BN1(p1, r1) ∧ Bq(q, rq) ∩BN2(p2, r2)

∆
=


rq if N = ⊥
rq if N = EC

rEL
q if N = (p1, p2, r1, r2, NL, NR) ∧ d(p1, q) < (rq + r1) ∧ d(p2, q) ≥ (rq + r2)

rER
q if N = (p1, p2, r1, r2, NL, NR) ∧ d(p2, q) < (rq + r2) ∧ d(p1, q) ≥ (rq + r1)

rELR
q if N = (p1, p2, r1, r2, NL, NR) ∧ d(p1, q) < (rq + r1) ∧ d(p2, q) < (rq + r2)

O

((
1
2

√
n.log2(k)

)
+

((
log2

(
n

1
2

√
n

))
· 2k

))
, with: n = |E|.

The first term O(1
2

√
n.log2(k)) corresponds to the calculations carried out on the leaf, where

the first factor 1
2

√
n estimates that the leaves are half-filled on average. The second term

((log2(n)/(1
2

√
n)) · 2k) corresponds to the computations sequence carried out while going up in

the index, namely by multiplying the tree’s height
(

n
1
2

√
n

)
by fusion time (2k). We consider that

k is a ”constant”, in the sense that its value is independent of the collection size and probably
much smaller than

√
n.

5.4 Experiments and results

The objective of the BCCF-tree is to build an index and to respond efficiently to queries. This
section presents an experimental evaluation of this structure by comparing it with other indexing
methods.

5.4.1 Simulation setup

The prototype was implemented in Python language on a workstation with an Intel R© CoreTM

i5, 4200U CPU, 1,6 GHz processor, 4 GB RAM memory capacity and have Linux (Ubuntu)
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Algorithme 5.4 Search for kNN in BCCF-Index

kNN-BCCF-index



N ∈ N ,
q ∈ O,
k ∈ N∗,
d : O ×O → R+,
rq ∈ R+

A ∈ (R+ ×O)N = ∅

 ∈ (R+ ×O)N

With:

• AC = k-sort(A, (d(e, q), e)|e ∈ EC)

• AL = kNN-BCCF-index(L, q, k, rq, A)) . Bq(q, rq) ∩BN1(p1, r1)

• AR = kNN-BCCF-index(R, q, k, rq, A)) . Bq(q, rq) ∩BN2(p2, r2)

• ALR = kmarge(AL, AR) . Bq(q, rq) ∩BN1(p1, r1) ∧Bq(q, rq) ∩BN2(p2, r2)

∆
=


A if N = ⊥
AC if N = EC

AL if N = (p1, p2, r1, r2, NL, NR) ∧ d(p1, q) < (rq + r1) ∧ d(p2, q) ≥ (rq + r2)
AR if N = (p1, p2, r1, r2, NL, NR) ∧ d(p2, q) < (rq + r2) ∧ d(p1, q) ≥ (rq + r1)
ALR if N = (p1, p2, r1, r2, NL, NR) ∧ d(p1, q) < (rq + r1) ∧ d(p2, q) < (rq + r2)

Table 5.1: Database Characteristics

Dataset # of Objects Dimensions cmax =
√
n

BD-L-TC 990 2 31

GPS Trajectory 18107 3 134

Tracking Data 62702 20 250

WARD 3078552 5 1754

as the operating system. Four datasets were used for the experiments, and Table 5.1 presents
these datasets’ characteristics.

DB1 : The first dataset is GPS Trajectory1 which contains the trajectories of GO!Track
application users using a variety of means of transport in north-east Brazil [115].

DB2 : The second dataset contains a list of locations and other places with their geographical
coordinates obtained from the BD-L-TC topographic database2.

DB3 : The third dataset represents moving object feature vectors obtained by our object
tracking simulator developed presented in chapter 4.

DB4 : The last dataset, called Wearable Action Recognition Database (WARD)3, is a bench-
mark database for recognising human action using a wearable motion sensor network [477].

1GPS: https://archive.ics.uci.edu/ml/datasets/GPS+Trajectories
2BD-L-TC: https://data.public.lu/fr/datasets/r/a7d551d7-f374-491a-ab93-63715b98e6dd
3WARD: https://people.eecs.berkeley.edu/~yang/software/WAR/WARD1.zip
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Several experiments were carried out to evaluate the proposed indexing structure (BCCF-tree),
which is based on containers compared to the following three types of trees:

• Generalised Hyper-plane: GH-tree is a binary tree [424] based on the principle of
metric space partitioning using hyper-planes. This technique’s principle is the recursive
partitioning of data into two groups according to the two pivots chosen in each partitioning
according to the furthest distance.

• Bubble Buckets tree: BB-tree is a new multidimensional index structure proposed by
Sprenger et al. [395, 396] that combines the kD-tree [148] and X-tree [56] structure. This
structure is based on the recursive partitioning of the data space into k partitions, as for
kD-tree [53]. BB-tree uses the structure of bubble buckets with limited capacity (bmax)
in the leaf nodes of the tree-like the Adaptive kD-tree, which stores the data (sub-set)
and in the case of saturation, the latter is transformed into supernodes similar to X-tree
where the data from these nodes are scanned linearly.

• MX-tree: Murgante et al. [203] proposed a new metric indexing structure called MX-
tree based on the original M-tree structure [104, 105]. MX-tree adapts the concept of
supernodes inspired by X-tree structure that avoids the unsatisfactory division of nodes,
reducing the cost of calculation and extending it completely to metric space where the
time complexity is reduced to O(n2) without tuning any parameter. Unlike M-tree, where
time complexity is waiting for O(n3).

5.4.2 Evaluation of the index structure

This section discusses the quality of the index on different real data; different measures were
conducted, such as the number of containers and the distribution of objects, the height of the
tree, the number of internal nodes, the number of nodes in each level.

Figures 5.4, 5.5 and 5.6 show the different experiences in evaluating the structure of the BCCF-
index compared to GH-tree, BB-tree and MX-tree. Figure 5.4 presents the distribution of
objects in containers at the leaf level for each collection. Figure 5.5 summarises the number
of nodes at each level of the tree for each data collection. The number of leaf nodes, which
represents the number of containers in the tree, the maximum height of the index tree, and the
number of internal nodes for each tree created in each collection are shown in Figure 5.6.

The distribution of data and the number of nodes per level in BCCF-tree, which are indicated
in Figures 5.4 and 5.5, respectively, illustrate that the BCCF-tree structure is balanced, which
means that the proposed index structure can index even more objects. The Figure 5.6 also
shows that the structure of the BCCF-tree has a slightly higher height, number of internal
nodes and number of leaf nodes than BB-tree and MX-tree. This increase is due to the efficient
partitioning of the BCCF-tree data using the k-means clustering algorithm.
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Figure 5.4: Distribution of data in the BCCF-tree
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Figure 5.5: Number of nodes per level in the BCCF-tree
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Figure 5.6: Evaluation of the index structure
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Figure 5.7: Number of distances calculated for constructing the BCCF, GH, BB, and MX
trees
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Figure 5.8: Number of comparisons performed for constructing the BCCF, GH, BB, and MX
trees
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Figure 5.9: The construction time of BCCF, GH, BB, MX trees

The number of distances calculated, the number of comparisons made and the time required
during the construction of the BCCF-tree are determined to evaluate the creation of the pro-
posed structure compared with the above three structures. The results obtained are presented
in Figures 5.7, 5.8, and 5.9, where the size of the container is fixed by cmax =

√
n (n is the size

of the database). The cost of the construction of all structures is based on the comparison with
the pivots of each internal node until the object is inserted into the corresponding region. In
BCCF-tree, the choice of initial centroids for the k-means algorithm where these centroids cor-
respond to the two most distant points and the cost of the convergence of the k-means algorithm
when the container is partitioned.

The results show that BCCF-tree is the most efficient than GH-tree in all collections except the
WARD benchmark database. Regarding BB-tree and MX-tree, they are the best compared to
BCCF-tree and GH-tree. The main factor causing the deterioration of BCCF-tree’s performance
results is the convergence cost of the k-means algorithm was high due to the number of times
partitioning and container sizes.
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5.4.3 Evaluation of the exact search

This section presents the proposed structure’s performance in terms of exact search, where
algorithm 5.5 describes the formal description of the exact search in BCCF-tree. The exact
search algorithm is an algorithm that allows finding the best similar point to the requested
point in the index tree. This algorithm is similar to the kNN search (algorithm 5.4) but without
an estimation step. The complexity of this algorithm is shown in the following expression:

O

(
2k ·

(
log2

(
n

1
2

√
n

)))

BCCF-tree 26 69 85 877
GH-tree 13 22 84 66
BB-tree 27 67 89 1247
MX-tree 31 80 99 1485
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MX-tree 3.8862 9.9283 34.3084 158.3867
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Figure 5.10: Number of distances calculated, comparisons performed and the execution time
of the exact search in BCCF, GH, BB, MX trees

The results of experiments of the exact search algorithm presented in Figure 5.10 and Table 5.2
show that the GH-tree structure is the most efficient than all the other structures. The high
performance of the GH-tree is caused by the absence of containers (in BCCF-tree) or Buckets (in
BB-tree and MX-tree), where the exact search process takes only one path in the tree to find the
answer. On the other hand, in the other structures, the exact search process also takes a single
path plus the linear search of objects in the leaf node containing a set of maximum size data equal
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cmax. Comparing the other three structures, we find that our BCCF-tree structure achieved
more efficiency than BB-tree and MX-tree in terms of distance, comparison and execution time.

Algorithme 5.5 Exact Search in BCCF-Index

ExactSearch


N ∈ N ,
q ∈ O,
d : O ×O → R+,
A ∈ O

 ∈ (R+ ×O)N

With:

• AC = 1-sort(A, (d(e, q), e)|e ∈ EC)

• AL = ExactSearch(L, q,A)

• AR = ExactSearch(R, q,A)

∆
=


∅ if N = ⊥
AC if N = EC

AL if N = (p1, p2, r1, r2, NL, NR) ∧ d(p1, q) < d(p2, q)
AR if N = (p1, p2, r1, r2, NL, NR) ∧ d(p2, q) < d(p1, q)

5.4.4 Evaluation of kNN search

The similarity search algorithm’s performance in the proposed BCCF-tree structure was eval-
uated compared to the GH-tree, BB-tree and MX-tree structures. The average number of
distances calculated, the number of comparisons performed, and the execution times to meet
the 100 requests kNN with different parameter values were determined to interpret better the
experimental results k (k=5, k10, k=15, k=20, k=50, k=100). Figure 5.11, Figure 5.12 and
Figure 5.13 shows the results of the kNN research experiments. Table 5.3, Table 5.4 and Table
5.5 show the exact values of these results.

The simulation results show that the number of distances calculated, the number of comparisons
made, and the search times are also correlated with the increase in the size of the data set and
the increase in the k parameter. The results shown in Figure 5.11 show a stabilisation of the
number of distances in the GH-tree regardless of the k value. This value is a pocket of the
number of elements in the data set, which explains why the search algorithm crosses the entire
tree, so the GH-tree does not support the kNN search. Concerning the BB-tree and the MX-tree
is strongly influenced by the k value, or when the k value is increased, the number of distances
is considerably reduced as shown in Figure 5.11. On the other hand, we see a slight increase
in the number of distances calculated for the BCCF-tree, which means that the change in the
k value has no significant influence on the search algorithm’s performance on our BCCF-tree
structure. For the size of the database, we observe the same observation, where the size of the
database influences research performance, except the BCCF-tree.
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Figure 5.11: Number of distances calculated for the kNN search in BCCF, GH, BB, MX trees

Figure 5.12 shows that the GH-tree structure performs a significant number of comparisons
during the research process, where the latter influences the similarity research performance.
The comparison number performed is relative to the value of k and the size of the database.
The same for BCCF-tree, but the increase in the comparison number is much less than GH-tree.
Concerning BB-tree and MX-tree, we observe that these two structures are the best performance
in comparison number.

To improve the interpretation of experimental results, we calculate the execution time of research
processes and the results are shown in Figure 5.13. According to the results presented in this
figure, we see that our proposed structure is the most efficient than others in terms of research
time. When we exclude the GH-tree structure that gives us poor results, and as we previously
stated that this structure does not support the similarity search kNN, we find that BCCF-tree
is more efficient than BB-tree and MX-tree respectively by 70%, 61% in BD-L-TC dataset, 42%,
55% in Tracking Data and 70%, 68% in WARD benchmark database. Based on these results,
our structure’s efficiency rate is higher in the WARD benchmark than other data sets, which
allows us to conclude that the proposed BCCF-tree structure is more efficient for large-scale
IoT data processing.
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Figure 5.12: Number of comparisons performed for the kNN search of BCCF, GH, BB, MX
trees

The efficiency of our structure is explained by the number of leaf nodes visited during the
research process presented in Figure 5.14. When looking at Figure 5.13 and Figure 5.14, we
observe a correspondence relationship between the number of sheets visited. The execution time
and the reduction in the number of nodes visited during the search in our structure compared
to other structures is due to the efficient partitioning of the data generated by the k-means
clustering algorithm, where the latter reduces the overlap between the nodes in the tree.

Regarding the GPS Trajectory dataset results, the MX-tree is more efficient than the BCCF-
tree; this is due to the lousy structure created as shown in Figures 5.4 and 5.5, explained by a
high convergence between the trajectory points. This influences the interval of the search process
kNN where, regardless of the diameter of the estimated query ball, it remains overlapped with
most regions of the BCCF-tree (Figure 5.14).
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Figure 5.13: The kNN search time of BCCF, GH, BB, MX trees
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Figure 5.14: The average number of leaf nodes visited during the simulation search kNN in
BCCF, BB, MX trees
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The search process in the BCCF-tree starts from the root of the tree and descends through
the internal nodes until it reaches the leaf nodes. Each leaf node has a pointer to another
node stored in the cloud containing their real data (see Figure 5.2). So, the communication
between these two paradigms (cloud-fog computing) is necessary to retrieve the real data and
the number of communications between fog-cloud computing during the search process is exactly
the same number of leaf nodes visited. Consequently, Figure 5.14 also shows the number of
communications established between the fog and the cloud computing level during the kNN
research process.

5.4.5 Evaluation of data distribution

In this section, the k-means algorithm is used to partition data when creating the proposed
index tree to cluster similar objects and separate different objects to improve data discovery
and retrieval quality. This method is used due to its simplicity, rapid convergence and low
complexity.

The k-means algorithm does not have information on the class affiliation of objects. To evaluate
the quality of the partitioning of objects by this algorithm, it is necessary to study the degree
of homogeneity of all the subclasses (clusters) of the partition. In addition, it is also essential
to measure the quality of the separation between the subclasses of the score. The most popular
criterion used to evaluate these measures is the inertia criterion. The following is a definition
of some of the concepts used in the proposed evaluation.

Centre of Gravity : the centre of gravity of the set of points N = {xi, i = 1, ..., n} is the point
G of coordinates (x̄j , j = 1, ..., p), where :

x̄j =
1

n

n∑
i=1

xi,j

Total Inertia : the total inertia of N = {xi, i = 1, ..., n} with the global centre of gravity G is
calculated by the following expression:

Itotal =
1

n

n∑
i=1

d2(xi, G)

or by the sum of two following terms according to Huygens’ theorem [62]:

Itotal(N) = Iintra + Iinter

where, Iintra corresponds to intra-class inertia, and Iinter to inter-class inertia.

Intra-class Inertia : Intra-class inertia is a measure of class compactness. A class is all the
more compact when its intra-class inertia is low (i.e. the inertia of a given class is even higher
when the points belonging to it are far from its centre). The Intra-class inertia of the set of
points N = {xi, i = 1, ..., n} composed of k classes {nj , j = 1, ..., k} with local centres of gravity
{gj , j = 1, ..., k} is calculated by the weighted sum of the inertia of each class in relation to their
local centres of gravity:

Iintra =
k∑

j=1

nj
n

(Ij)
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Table 5.6: The exact values of the quality parameters of the data distribution

Inertia Value Intra-class Inter-class Total Partition Ratio

BD-L-TC 0.0012 0.0543 0.0555 0.97

GPS Trajectory 392.3481 33045034 33045426.34 0.99

Tracking Data 7365.6671 212406.52 219772.19 0.96

WARD 42731.0369 1198683.39 1241414.42 0.96

Inter-class Inertia : Inter-class inertia reflects the separability of the different classes. This value
is higher when the different local centres of gravity gj are far from the global centre of gravity
G (i.e., well separated classes). The Inter-class inertia of the set of points N = {xi, i = 1, ..., n}
composed of k classes {nj , j = 1, ..., k} with local centres of gravity {gj , j = 1, ..., k} is also
calculated by the following weighted sum:

Iintra =

k∑
j=1

nj
n
d2(gj , G)

The quality rate of a partitioning of an object set is calculated by the following expression:

0 ≤ Inter − class Inertia
Total Inertia

≤ 1

where, the closer the value of this ratio is to 1, the better the distribution is.

Table 5.6 shows the evaluation of the data distribution by the k-means algorithm according to
the criteria established above. The results obtained indicate that the k-means algorithm gives
positive results for all datasets, where the rate has reached an average value of 0.97. Compared
with the data partitioning of the other structures presented in Figure 5.15, BCCF-tree achieves
the best data partitioning.
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Figure 5.15: Data partition rate in the BCCF, BB, and MX trees
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5.5 Conclusion

This chapter presented a new indexing structure distributed over IoVT infrastructures to organ-
ise the video surveillance system’s data in particular and for IoT data in general. This structure
is called Binary tree based on Containers at Cloud-Fog computing level (BCCF-tree). BCCF-
tree is distributed on two levels. At the fog level, which contains the feature vectors indexed
in local indexes, and at the cloud level, which contains the indexed feature vectors’ real data.
BCCF-tree structure composed of three levels. The internal node level contains the pivots; the
leaf node level includes a set of data in containers, and the real data container level. The first
two levels together form a local index that stores in the Fog nodes. Each leaf node in the local
index has a respective container of real data—these containers are stored in the cloud.

The proposed indexing structure is adaptable to our proposed architecture to benefit from their
advantages, representing the most powerful and real-time processing capacity provided by fog
computing due to its proximity to sensors and the larger storage capacity offered by cloud
computing. BCCF-tree is an indexing structure based on the partitioning of data by the k-
means clustering algorithm. The use of k-means is to effectively separate objects in the tree
nodes, which improves the quality of the search processes. The proposed approach aims to
introduce a new distributed indexing structure adapted to the IoT’s emerging technologies to
enhance the quality of real-time IoT data indexing in general and IoVT data in particular.
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CONCLUSION AND PERSPECTIVES

VSS is increasingly receiving a lot of attention as an active area of research. Most of today’s
systems can process video streams and implement low-level analytical functions. Recently, video
surveillance’s technical focus has shifted from low-level tasks to analysing more complex scenes
to understand behaviours and interpret activities. With the development of computer vision
techniques through the introduction of artificial intelligence and distributed computing and
distributed intelligence, VSS has become capable of automatically recognising irregular patterns
and behaviours in a video and have become adaptable to scene changes and the complexity of
the communication network. As a result, VSS has become smarter and more efficient, named
”Intelligent Video Surveillance Systems or IVSS”. However, the latter requires a flexible and
robust infrastructure.

The work described in this thesis revolves around collaborative moving object tracking cameras
based on the IoVT paradigms. In what follows, we expose the main contributions made during
the thesis period. Then, we present some research directions that deserve to be explored.

In the literature, several paradigms have been used as a video surveillance system infrastructure.
Since video surveillance applications are made up of different tasks performed in a bottom-up
manner, they are distributed on different paradigms according to the task’s needs and the
available resources at the card’s selected level. Therefore, we have proposed a classification of
video surveillance systems’ applications into four categories from a low-level paradigm close to
the edge network to a high-level paradigm close to the core of the network according to the
tasks’ needs the resources available in every paradigm.

Based on existing video surveillance systems, we have found that the lack of communication or
coordination between cameras causes several problems that negatively influence system perfor-
mance and object tracking quality. Thus, we have proposed a new distributed and collaborative
tracking system, which allows increasing network life, reducing the cost of processing, decreas-
ing communicating data, and improving the quality of tracking based on IoVT computing. The
main idea is to elect one camera as a leader among a group of cameras based on overlapping
fields of view to ensure tracking. The system can also consider using assistants to enhance
efficiency when the leader’s vision is not sufficient to follow the object. The other non-selected
neighbouring cameras remain inactive to reduce resources consumption.
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Our system’s coordination mechanism is not applied on all cameras in the system, instead only
on sets of cameras that we call clusters or communities. This strategy aims to facilitate the
implementation and reduce the coordination mechanism’s complexity and restrict the commu-
nication area between cameras only at the cluster level. To find the most suitable cameras to
cooperate together, we propose two methods of grouping cameras based on overlap surface cri-
teria. The first proposed technique is based on the ascending hierarchical classification (AHC)
algorithm. This technique starts with the grouping of strongly overlapping cameras. Neverthe-
less, this technique has partial knowledge of the network and its state, i.e., it only knows the
maximum overlap. The other overlaps are not taken into account (i.e., are entirely neglected).
For this purpose, we have proposed a second clustering technique that allows us to regroup not
only the two cameras that overlap the most but also all cameras that overlap with as many
cameras as possible. To find this type of group, we model the network of cameras with a graph
where the vertices represent the cameras and the arcs represent the existence of overlaps. This
means that there is an arc between two nodes if and only if the two cameras overlap. Based on
this modelling, we observe that the group of cameras we have to find represents a set of nodes
(cameras) where they connect two by two. The latter is recognised by a Clique in graph theory.
To find this type of graph (i.e., Clique), we have used the Bron-karboch Clique search algorithm,
which allows us to find the maximum Clique, i.e., the maximum number of overlapping cameras.

Based on the experimental results of our collaborative tracking system, we find that during
the re-identification (tagging) process, the system faces the problem of late response to camera
requests at the Fog computing level where object data is stored. The problem here is not a
latency problem but a sequential search problem in the stored data, which increases dramatically
with the system uptime. To remedy this problem, we need to organise the data to find the
data requested quickly and efficiently. Consequently, we propose a new and efficient indexing
structure based tree to index massive data called BCCF-tree (Binary tree based on containers at
the Cloud-Fog computing level). This structure is based on recursive partitioning of space using
the k-means clustering algorithm to effectively separate space into nonoverlapping subspace to
improve the quality of search and discovery algorithm results. BCCF-tree structure benefits the
emerging IoVT computing system, representing the most powerful real-time processing capacity
provided by Fog computing due to its proximity to sensors and the largest storage capacity
provided by Cloud computing. During our bibliographic study of indexing mechanisms, we
proposed a taxonomy for these mechanisms and their various relative structures that allow us
and readers to summarise and describe literary works in a simple way.

In conclusion, the creativity of this thesis resides in six points:

1. The classification of video surveillance systems according to the IoVT paradigm(s) used;

2. A new distributed video surveillance system architecture based on the IoVT computing
paradigm supports a large-scale multi-camera network;

3. Two new camera grouping techniques based on the FoV overlap area criterion to restrict
communication and coordination only at the group level and not for all system cameras;

4. New distributed and collaborative tracking system based on the modern computing paradigm
of IoVT to reduce active cameras and increase tracking quality;

5. A new taxonomy of indexing mechanisms and their corresponding structures;

6. A new tree-based data indexing mechanism that supports the proposed architecture.
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Despite the efforts made to create a fully distributed intelligent video surveillance system on a
large scale, it is still far from the desired perfection. As a perspective of this work, we propose to
attain our thesis’s final objective, which is developing an efficient approach to analyse suspicious
behaviours. Also, several interesting avenues seem to us for the moment to explore, including
the problem of grouping cameras. In this context, we propose to improve the clustering method
to a dynamic approach that considers the overlapping surfaces and the contextual state of
the tracked objects. In other words, camera clustering should be a part of the coordination
mechanism and not a preparation for it.

Like other prospects, we plan to exploit UAVs’ advantages by combining them with our system
to solve the problem of tracking objects in dead zones and propose an extended system where
the two systems complement each other, taking into account the heterogeneity of the network
and data.

It would be interesting, also, to distribute the indexing structure itself on the available nodes.
On the one hand, to efficiently exploit all the resources available in the infrastructure, on the
other hand, to facilitate parallelism of search to approximate the search time to logarithmic
(O(log(n))), which has not yet been reached so far.
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M. Key ingredients in an iot recipe: Fog computing, cloud computing, and more fog
computing. In 2014 IEEE 19th International Workshop on Computer Aided Modeling
and Design of Communication Links and Networks (CAMAD) (2014), IEEE, pp. 325–
329.

[483] Yap, F., and Yen, H.-H. A survey on sensor coverage and visual data capturing/pro-
cessing/transmission in wireless visual sensor networks. Sensors 14, 2 (2014), 3506–3527.

[484] Yeh, J.-S., Chang, C.-C., Chia, T.-L., Chiang, S.-Y., and Huang, P.-S. Cooper-
ative dual camera surveillance system for real-time object searching and close-up viewing.
In 2016 2nd International Conference on Intelligent Green Building and Smart Grid (IG-
BSG) (2016), IEEE, pp. 1–5.

[485] Yi, S., Hao, Z., Qin, Z., and Li, Q. Fog computing: Platform and applications. In
2015 Third IEEE Workshop on Hot Topics in Web Systems and Technologies (HotWeb)
(2015), IEEE, pp. 73–78.

[486] Yianilos, P. N. Data structures and algorithms for nearest neighbor search in general
metric spaces. proceedings of the 4th Annual In ACM-SIAM Symposium on Discrete
Algorithms (1993), 311–321.

[487] Yianilos, P. N. Data structures and algorithms for nearest neighbor search in general
metric spaces. In Soda (1993), vol. 93, pp. 311–21.

[488] Yilmaz, A., Javed, O., and Shah, M. Object tracking: A survey. Acm computing
surveys (CSUR) 38, 4 (2006), 13–es.

[489] Yoder, J., Medeiros, H., Park, J., and Kak, A. C. Cluster-based distributed face
tracking in camera networks. IEEE Transactions on Image Processing 19, 10 (2010),
2551–2563.

[490] Yogish, H., Raju, G., and Manjunath, T. The descriptive study of knowledge
discovery from web usage mining. International Journal of Computer Science Issues
(IJCSI) 8, 5 (2011), 225.

[491] Yoon, C.-S., Jung, H.-S., Park, J.-W., Lee, H.-G., Yun, C.-H., and Lee, Y. W.
A cloud-based utopia smart video surveillance system for smart cities. Applied Sciences
10, 18 (2020), 6572.

[492] Yu, D., and Zhang, A. Clustertree: Integration of cluster representation and nearest
neighbor search for large datasets with high dimensionality. IEEE Internati onal Confer-
ence on Multimedia and Expo, 2000 15 (2000), 1316–1337.

[493] Yun, M., and Yuxin, B. Research on the architecture and key technology of internet
of things (iot) applied on smart grid. In 2010 International Conference on Advances in
Energy Engineering (2010), IEEE, pp. 69–72.

Ala-Eddine BENRAZEK Ph.D. Dissertation



Bibliographie 234

[494] Zamir, O., and Etzioni, O. Web document clustering: A feasibility demonstration. In
SIGIR (1998), vol. 98, Citeseer, pp. 46–54.

[495] Zarifneshat, M., Khadivi, P., and Saidi, H. A semi-localized algorithm for cluster
head selection for target tracking in grid wireless sensor networks. Ad Hoc & Sensor
Wireless Networks 25, 3-4 (2015), 263–287.
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