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 ملخص

 

 

 انجزئً الاَزشبر يعبدنخ يع َزعبيم الأونى، انذبنخ فً. جزئٍزٍٍ يكبفئزٍٍ يسأنزٍٍ  َقذو الأطزودخ هذِ فً

 انعُبصز طزٌقخ يع جُت إنى جُجبً روس طزٌقخ ثبسزخذاو. يذهً غٍز ويعبيم يعزوف غٍز دذ ثشزط

 غٍز انًعبيم وجىد ٌؤدي. انًفقىدح دٌزٌكهً دبنخ ثُبء ثئعبدح َقىو ، إظبفً ركبيم وقٍبس انًذذودح

 انجبكىثٍخ لأٌ انًصفىفخ ٍَىرٍ طزٌقخ ثبسزخذاو عذدٌبً انًعبدنخ دم عُذ نهىقذ كجٍز اسزهلاك إنى انًذهً

. ديجى فكزح يٍ يسزىدى أسهىة ثزطىٌز قًُب انًشبكم،  هذِ دم أجم يٍ. كبيهخ عهٍهب انذصىل رى انزً

  .انًقززح انُهج كفبءح رىظخ انعذدٌخ انزجزثخ

 

 دٌزٌكهً انغٍز دبنخ ثُبء ثئعبدح انًزعهقخ نهًسبنخ( الاسزقزار َزبئج وثعط ورفزد وجىد )ثبٍَبً، صذخ

 ركبيهٍبً قٍبسًب َسزخذو انغزض، نهذا ، انكسزي انزفبظهً انزكبيم نًعبدنخ انىقذ عهى انًعزًذح انًعزوفخ

  .انُزبئج نزىظٍخ انعذدٌخ الأيثهخ ثعط َقذو أخٍزًا،   .انزوس انىقذ رقذٌز يع إظبفٍبً

 
 

 غٍز شزط دٌزٌكهً يسجق،  رقذٌز يُفصهخ، يشكهخ كسزٌخ، رفبظهٍخ ركبيهٍخ يعبدلاد: الكلمات المفتاحية

.يعزوف  

   

 



Abstract

In this thesis we present two fractional parabolic problems. In the first one, we treat the

partial diffusion equation with an unknown boundary condition and a non-local coefficient.

Using the Rothe method combined with the finite element method and an additional integral

measure, we reconstruct the missing Dirichlet state. The presence of the non-local component

leads to a large consuming of time when solving the equation numerically using the Newton

method because the obtained Jacobian matrix is complete. In order to resolve these problems,

we develop a method inspired from Gudi’s idea. The numerical experiment demonstrate the

efficiency of the proposed approach.

Secondly, the well-posedness( existence, uniqueness and some stability results) of the prob-

lem concerning the reconstruction of the unknown time-dependent boundary function for

fractional integro-differential equation, for this purpose, we use an additional integral mea-

surement with Rothe time discretization. Finally, we give some numerical examples to illustrate

the results.

Key-words: Fractional integro-differential equations, Discrete problem, A priori estimate, Un-

known Dirichlet condition .
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Résumé

Dans cette thèse nous avons considéré deux problèmes parabolique fractionnaire. Dans le

premier, nous avons traité une équation de diffusion partielle avec une condition limite incon-

nue et un coéfficient non local. En utilisant la méthode de Rothe combinée avec la méthode

des éléments fini et une mesure intégrale supplémentaire, nous reconstruirons l’état de Dirich-

let manquant. La présence de la composante non locale entraîne des pertes de temps lors de

la résolution numérique de l’équation à l’aide de la méthode de Newton car la matrice jacobi-

enne obtenue est complète. Afin de résoudre ces problèmes, nous développons une méthode

inspirée de l’idée de Gudi, le test numérique démontre l’efficacité de l’approche proposée.

Deuxièment, Nous prouvons le caractère bien-posé (existence, unicité et stabilité) du prob-

lème concernant la reconstruction de la fonction inconnue dépendant du temps sur la frontière

pour une équation fractionnaire integro-différentielle, pour cela, on utilise une mesure inté-

grale supplémentaire avec la discrétisation temporelle de Rothe. Des expériences numériques

sont données pour illustrer les résultats.

Mots-Clés: Équations fractionnaires integro-différentielles, Problème discret, Estimation a pri-

ori, Condition de Dirichlet inconnue.
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Introduction

Partial differential equations are an indisputable factor in applied mathematics and

engineering. The solution of these equations occupies an important place in these

fields. Recently, some researchers, from all over the world, work on simulation be-

tween the physical model and the previously conducted experiments, which has led to

the development and expansion of new theories such as fuzzy sets theory, fractional

calculus and integration...etc.

This latter theory became the focus of interest of researchers what generated a

wonderful scientific experiments involving several generations of mathematicians and

physicists like the celebrated name Leibniz who made some observations about the

meaning and possibility of the fractional derivative at the end of the 17th century. This

subject represents a branch of derivation and integration theory that unifies and gener-

alizes the concepts of correct differentiation and repeated integration. Leibniz clarified

this concept in his famous letter to the hospital when he wanted to initiate the preser-

vation of a possible theory of the incomplete derivation of function. With this theory,

models are located on fewer variables and they describe the non-local and memory

properties, which let to a great progress in modeling several applications, including

1



Introduction

signal processing, molecular biology, psychological analysis, etc. We refer the reader to

[2], [6], [10], [20], [30], [47], [49], [53], [55], [57].

The analytical resolution of problems related to partial differential equations is of-

ten difficult, for this reasons, many numerical methods have been developed, among

the most familiar we mention the finite differences, finite volume, finite element and

Rothe method, see for instance [4], [20], [21], [29].

In the following, we will discuss the two most common methods of numerical ap-

proximation, the first one is the finite element method, which was introduced in the

1950′s, thenceforth, it has since undergone many development and it became one of

the most used in many numerical simulation software. This method is based on the

variational formulation (i.e. on weak solutions) and consists on approaching the infi-

nite dimensional solutions space by, generally, a finite dimensional subspace.

Any engineer, working in an environment where numerical simulation is an important

tool, will be confronted with the said method, therefore, he must know its fundamental

principles, and even the latest refinements.

In the framework of numerical approximation, we also discuss the Roth method

where discretization in time, or derivatives with respect to a variable are replaced by

difference quotients which leads finally to differential equations system. This method

was developed by Rothe in 1930 for second order one-dimensional linear parabolic

equations, afterwards, it has been adopted by Ladyzhenskaja, for linear parabolic and

one-dimensional second order parabolic problems, second order quasi-linear and higher

order linear equations. The method of discretization in time is considered as an effi-

cient theoretical and numerical tool in the study of evolution problems.

The discretization scheme of the Rothe method is as follows:

1)The time interval is divided into n sub-intervals (ti−1, ti ) , i = 1, ...,n with ti = i h and

h = T
n .

Amel Labadla 2 University of 8 May 1945 Guelma
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2)We replace the derivative ∂u
∂t by the quotient δu = ui−ui−1

h with ui = ui (x, i h) for all

i = 1, ...,n.

3)We extract a system form of n equations in x where ui (x) is the unknown, so, at any

point ti , we approximate the continuous problem by a new discrete problem which

determine the Roth function un defined as the approximation of the solution u by a

polynomial of degree 1 on each sub-interval (ti−1, ti ) [38]i.e:

un (t ) = ui−1 + (t − ti−1)δui , t ∈ [ti−1, ti ] , i = 1, ...,n

With the step functions

un (t ) =


ui t ∈ (ti−1, ti ]

u0 t = 0
, i = 1, ...,n.

This thesis is devoted, firstly, to the study of a fractional parabolic equation with

an unknown boundary condition and a non-local coefficient. Using Rothe’s method

combined with the finite element method and an additional integral measure, we re-

construct the missing Dirichlet’s condition.

We consider an open bounded domain Ω of Rn with Lipschitz continuous boundary

Γ which is divided into two parts ΓD , ΓN , that do not overlap i.e ΓD ∩ΓN = ∅ with

Γ= ΓD ∪ΓN . Denote by ν the outward normal vector at each point of Γ and T the final

time with I = [0,T ].

This work aims to the study the following inverse problem of identifying the missing

Dirichlet data γ (t ) on the part ΓD of the boundry from an additional integral measure .

Dα
RLu (t , x)−a(l (u))4u (t , x) = f (t , x) in I ×Ω (P )

Amel Labadla 3 University of 8 May 1945 Guelma
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u (0, x) = u0 (x) in Ω (Pa)

∇u.ν= g , on I ×ΓN (Pb)

u = γ (t ) on I ×ΓD , (Pc )

The complementary measure is of type

∫
Ω

I 1−α (u (t , x))d x = θ (t ) , (Pd )

where α ∈ ]0,1[, I 1−α and Dα
RL are fractional Riemann-Liouville integral and derivative

respectively and a is a continuous function.

In the above equation (P ), ∆ is the usual Laplace operator, l is defined on L2 (I ) by

l (u) =
∫
Ω

u(x, t )d x.

The problems of non-local terms attract a lot of attention, as they contribute to the

modeling of many physical and biological phenomena, where u(x, t ) can describe the

population density of bacteria susceptible to spread in x at the time t , f is the den-

sity of bacteria supplied from outside and the nonlocal dependence of a (l (u)) is the

diffusion rate of the population which depends on the entire population as shown in

[22], [23]. It should be noted that partial differential equations apears in several areas

of investigation, for example in science and engineering such as: rheology, fluid flows,

electrical networks, viscoelasticity, chemical physics, biosciences, signal prossecing,

systems control theory, electrochemistry, mechanics and diffusion processes. For gen-

eral motivations, relevant theory and its application we refer the reader to [2], [10], [30],

Amel Labadla 4 University of 8 May 1945 Guelma
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[41], [47]-[50], [53], [55], [57], [60] and references cited therein.

Because of the impossibility of getting exact solutions in the majority of cases, re-

search has turned to methods that give approximate solutions, so, in recent decades,

numerical resolution has become of considerable importance for linear and non-linear

partial differential equations. One of the most popular methods is Rothe’s method,

which is commonly used in the temporal discretization of evolution equations where

the derivatives with respect to a variable are replaced by difference quotients that even-

tually lead to systems of differential equations for the functions of the remaining vari-

ables. Rothe’s method as an approximate approach is well suited not only for proving

existence results, but also for various applications. Nowadays, a vast documentation

exists on the subject, we can refer to [20], [29], [31], [32], [42].

Our main goal is to construct the missing Dirichlet boundary data γ (t ) in (Pc) with

the help of the auxiliary measurement (Pd ). To this purpose, we use Rothe time dis-

cretization to approximate the time dependent problem by sequence of elliptic prob-

lems combined with finite element method for the spatial variable. But the presence

of the non-local coefficient a(l (u)) causes a major difficulties. In order to overcome

this obstacle we develop a method based on the idea given in [35] parallelly with our

problem to ensure the sparsity of the Jacobian matrix.

The second problem concerns the study of fractional integro-differential equation

with unknown flux on the Dirichlet boundary by the use of Rothe time discretization.

Thus, the objective is identifying the messing Dirichlet condition γ(t ), also by using the

measurement (Pd ), in the following problem :

Dα
RLu (t , x)−4u (t , x) =

∫ t

0
k (s,u (s, x))d s + f (t , x) in I ×Ω (1)

u (0, x) = u0 (x) in Ω (2)

Amel Labadla 5 University of 8 May 1945 Guelma
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∇u.ν= g , on I ×ΓN (3)

u = γ (t ) on I ×ΓD , (4)

from an additional measurement of type

∫
Ω

I 1−α (u (t , x))d x = θ (t ) , (5)

Where k is globally Lipschitz continuous function.

One of our motivation for studying fractional diffusion equations comes from ap-

plications in diffusion on fractals area, more precisely, it can describe efficiently anoma-

lous diffusion on some amorphous semiconductors or strongly porous materials [9].

Other interesting applications are related to the study of fractional random walk [51].

We start by stating a related results. Let us mention the works of Oldham et all [57],

where the authors considered the relation between usual diffusion equation and a frac-

tional diffusion equation. In [56], the model of waves diffusion in viscoelastic medium

based on fractional calculus was established. The work [28] treated the following prob-

lem 

y is continuous on [0,T ] , y (t ) ∈ D (A) for each t ∈ [0,T ] ,

Dα
C y exists and is continuous on [0,T ] ,

Dα
C y (t ) = Ay (t )+ f (t ) , t ∈ [0,T ] ,

y (0) = y0,

where Dα
C fractional Caputo derivative, A is generator of an analytic semi-group. The

authors he proved the uniqueness of the solution under convenable assumptions on

f .

Amel Labadla 6 University of 8 May 1945 Guelma
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In [52] Mophou et all considered the problem


y ∈C ((0,T ] ,D (A)) , I 1−αy ∈C ([0,T ] , X )∩C 1 ((0,T ] , X ) ,

Dα
RL y (t ) = Ay (t )+ f (t ) , t ∈ [0,T ] ,

I 1−αy
(
0+)= y0,

where I 1−α, Dα
RL are Riemann-Liouville integral and derivative respectively. They

investigated the existence and uniqueness of the solution under suitable conditions

on the densely defined linear operator A. In [13], Bahuguna et all studied a similar

fractional differential equation and showed the existence of the strong solution using

Rothe method. Recently, Chaoui et all [21] Looked into the following pseudo-parabolic

fractional problem



Dα
RLu (t , x)−∆u −∆ut = f (t , x) , (t , x) ∈ I ×Ω,

u (0, x) = u0 (x) , x ∈Ω,

u = 0 on I ×∂Ω,

I 1−αu
(
0+)=U1 (x) ,

They proved the well posedness of the problem by the use of Rothe time discretiza-

tion method. Here, Rothe’s method and some weak compactness criterion are used to

exhibit the existence of unique solution for the fractional integro-differential problem

(3.1)-(3.5) and reconstruct the unknown Dirichlet boundary condition γ (t ).

This thesis consists of an introduction, three chapters, perspectives and conclu-

sion. The first chapter contain basic notions and elementary definitions of functional

and fractional analysis that will be useful in the following chapters.

In the second chapter, we present the original results published in (Dynamics of Con-

Amel Labadla 7 University of 8 May 1945 Guelma
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tinuous, Discrete and Impulsive Systems, journal) concerning the study of fractional

parabolic equation with an unknown boundary condition and a non-local coefficient.

So,as explained above, using the Rothe method combined with the finite element method

and an additional integral measure, we reconstruct the missing Dirichlet condition. We

conclude this chapter by some numerical tests to prove the validity of the proposed ap-

proach.

The third chapter concerns the full content of the main article were the subject of the

publication: Solution to fractional integro-differential equation with unknown flux on

the Dirichlet boundary, in which, we prove the existence, uniqueness and some stabil-

ity results.

Perspectives and future works are given a conclusion.

Amel Labadla 8 University of 8 May 1945 Guelma



1
Preliminaries

1.1 Introduction

In this chapter, we mainly describe the general properties of topological vector spaces

and the basic definitions of functional analysis, and then we give some definitions

and properties of fractional calculi that will be needed in the rest of the thesis (for more

information see [15], [16], [17], [37], [38], [40], [41], [53], [55], [59], [62]).

In the following Ω denotes an open of Rn with Lebesgue measure d x.

9



Chapter 1. Preliminaries

1.2 Functional spaces

1.2.1 Lebesgue spaces

Definition 1.2.1. we call Lebesgue space, the vector space of numerical functions u of

Ω in (C ), and we note it Lp (Ω). With p an element of [1;+∞] and Ω an open of Rn ,

Lebesgue measurable verifying :

1. If 1 ≤ p <+∞, ∫
Ω
|u(x)|p d x <+∞,

2. If p =+∞,

sup
x∈Ω

|u(x)| < +∞.

Where:

sup
x∈Ω

|u(x)| = i n f M |u(x)| ≤ M p.p.

Definition 1.2.2. Any complete normalized vector space is called a Banach space.

Some properties

a) The application of Lp (Ω) in R+:

u →


‖u‖p = (

∫
Ω |u(x)|p d x)

1
p , 1 ≤ p <+∞

‖u‖∞ = supx∈Ω|u(x)|, p=∞.

Defines a norm on Lp (Ω), norm by which Lp (Ω) is a space of Banach.

b) For any real p in [1,+∞[, the dual of Lp (Ω) is algebraically and topologically isomor-

Amel Labadla 10 University of 8 May 1945 Guelma
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phic at Lq (Ω), with 1
p + 1

q = 1, the application of duality is defined by:

Lp (Ω)×Lp (Ω) −→C n

(u, v) −→ ∫
Ωu(x)v(x)d x.

For any real p in [1;+∞[, the vidual of Lp (Ω), identifies algebraically and topologically

to Lp (Ω) . We say that the space Lp (Ω) is reflexive.

1.2.2 Hilbert spaces

A Hilbert space is a normalized vector space, and complete for the induced norm, is

therefore a special case of Banach space (the norm is defined from a scalar product)

Definition 1.2.3. (The L2(Ω) space)

LetΩ is an open of Rn we note by L2 the space of the functions of sommable square onΩ

‖ f ‖L2(Ω) = (
∫
Ω

| f (x)|2d x)
1
2 ,

with the scalar product :

< f , g >=
∫
Ω

f (x)g (x)d x.

1.2.3 Boschner spaces

LetΩ⊂ RN and I = [0;T ] be an interval of R.

We define the following spaces
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1- C (I ,L2 (Ω)) = {
f : I → L2 (Ω) which associates to t , f (t ) ∈ L2 (Ω) continues

}
with the

norm ∥∥ f
∥∥

C (I ,L2(Ω)) = max
I

∥∥ f (t )
∥∥

L2(Ω) . (1.1)

2- L2
(
I ,L2 (Ω)

)= {
f : I → L2 (Ω) with integrable square

}
with the norm

∥∥ f
∥∥2

L2(I ,L2(Ω)) =
∫

I

∥∥ f
∥∥2

L2(Ω)) d t . (1.2)

3-L∞ (
I , H 1 (Ω)

)= {
f : I → H 1 (Ω) essensticially bounded

}
with the norm

∥∥ f
∥∥

L∞(I ,H 1(Ω)) = sup
I

∥∥ f
∥∥

H 1(Ω) p.p. (1.3)

1.3 Fundamental inequalities

1.3.1 Trace inequality

LetΩ⊂ Rn , we have

∥ Z ∥2
Γ≤ ε ∥ ∇Z ∥2 +Cε ∥ Z ∥2,∀Z ∈ H 1(Ω),0 ≤ ε< ε0.

1.3.2 Cauchy-schwarz inequality.

LetΩ⊂ RN ,∀ f , g ∈ L2(Ω) :

∣∣∣∣∫
Ω

f (x)g (x) d x

∣∣∣∣≤ (∫
Ω

∣∣ f (x)
∣∣2 d x

) 1
2
(∫
Ω

∣∣g (x)
∣∣2 d x

) 1
2

, (1.4)
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where ∣∣∣∣∣
∫
Ω

n∑
i=1

fi (x)gi (x)d x

∣∣∣∣∣≤
(∫
Ω

N∑
i=1

fi (x)d x

) 1
2
(∫
Ω

N∑
i=1

gi (x)d x

) 1
2

. (1.5)

1.3.3 Hölder inequality

It is a generalization of Cauchy’s inequalities. For 1 ≤ a,b <∞, u ∈ Lp (Ω) and v ∈ Lq (Ω)

such that 1
a + 1

b = 1, we have

• Continuous form

∣∣∣∫
Ω

u(x)v(x)d x
∣∣∣≤ (∫

Ω
|u(x)|ad x

) 1
a
(∫

Ω
|v(x)|bd x

) 1
b

. (1.6)

• Discrete form

∣∣∣∫
Ω

N∑
i=1

ui (x)vi (x)d x
∣∣∣≤ (∫

Ω

N∑
i=1

|ui (x)|ad x
) 1

a
(∫

Ω

N∑
i=1

|vi (x)|bd x
) 1

b
. (1.7)

1.3.4 Triangular inequality

LetΩ⊂ RN , ∀u, v ∈ Lp (Ω), we have

(∫
Ω

(
u(x)+ v(x)

)2d x
) 1

2 ≤
(∫

Ω
(u(x))2d x

) 1
2 +

(∫
Ω

(v(x))2d x
) 1

2
. (1.8)

1.3.5 Young’s inequality

Let a,b > 0, and p, q ∈]1,+∞[, 1
p + 1

q = 1 so

a.b ≤ ap

p
+ bp

′

p ′ . (1.9)
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1.3.6 ε-inequality

∣∣x.y
∣∣≤ ε

2
x2 + 1

2ε
y2,∀ε> 0,∀x, y.

1.3.7 Poincaré’s inequality

LetΩ a bounded open of Rn , then there is a constant C > 0 such that:

‖u ‖Lp (Ω) =
[(∫

Ω
|u |p d x

)] 1
P ≤C

[(∫
Ω
|∇u |p d x

)] 1
P

,∀u ∈W 1,p 1 ≤ p ≤∞. (1.10)

In particular the expression ‖∇u ‖Lp (Ω) is a norm on W 1,p
0 (Ω) that is equivalent to the

norm ‖u ‖1,p
W on H 1

0 (Ω) , the expression
∫ ∇u ∇v d x is a scalar product that induces the

‖∇u ‖Lp (Ω) equivalent to the norm ‖u ‖H 1 .

1.3.8 Trace inequality

LetΩ⊂ R, we have

‖Z‖2
Γ ≤ ε‖∇Z‖2 +Cε‖Z‖2, ∀Z ∈ H 1(Ω),0 ≤ ε≤ ε0.

1.4 Useful theorems

1.4.1 Minty-browder theorem.

Theorem 1.4.1. Let d : Qt = (0,T )×Ω×RN −→RN be monotone in the last variable, i.e.

(d(t , x, z1)−d(t , x, z2))(z1 − z2) ≥ 0 for z1, z2 ∈RN ,

and
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un * u in Lp (Qt )N

d(t , x,un)* v in Lq (Qt )N

l i m
n→∞ sup

∫
Ωd(t , x,un)und x ≤ ∫

Ω vud x

Then v = d(t , x,u).

1.4.2 Green’s formula

Let beΩ a regular bounded open of class C 2, and n(x) its normal outward. If u ∈ H 2(Ω)

and v ∈ H 2(Ω), we have

∫
Ω
∆u(x)v(x)d x =−

∫
Ω
∇u∇vd x +

∫
∂Ω

∂u

∂n
vdσ. (1.11)

1.4.3 Kolmogorov’s theorem

Theorem 1.4.2. Let Ω be a bounded domain in RN . A set M of functions f ∈ Lp (Ω) is

precompact iff M is bounded and equicontinuous i.e.

∀εÂ 0 ,∃δÂ 0 such as ∀ f ∈ M
∫
Ω

∣∣ f
(
x + y

)− f (x)
∣∣p d x ≺ ε for | y |≺ δ.

1.4.4 Gronwall’s lemma (continuous form)

Lemma 1.4.3. Let α, β and γ be real valued functions on I = [a,∞). Assume that βand

γ are continuous. If β nonnegative, α is nondecreasing and if γ satisfies the integral

inequality

γ (t ) ≤α (t )+
∫ t

a
β (s)γ (s)d s ∀t ∈ I , (1.12)
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then

γ (t ) ≤α (t )exp (
∫ t

a
β (s)d s). (1.13)

1.4.5 Gronwall’s lemma (discrete form)

Lemma 1.4.4. If

γn ≥ 0,αn ≥αn −1,β j ≥ 0 et γn ≤αn +
n∑

j=1
β jγ j , n ≥ 0, (1.14)

then

γn ≤αnexp(
n∑

j=1
β j ). (1.15)

1.4.6 Abel’s lemma

∑ j
i=1 zi (wi −wi−1) = z j w j − z0w0 −∑ j

i=1(zi − zi−1)wi−1, ∀zi , wi ∈ R.

1.5 Weak convergence

Let E be a Banach space.

Definition 1.5.1. ( fn) converges weakly in E to f if we have :

l i mn→+∞ 〈 f 8, fn〉 = 〈 f 8, f 〉⇐⇒ l i mn→+∞ 〈 f 8, fn − f 〉 = 0,∀ f 8 ∈ É,

for É the dual space of E.
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Notation:

1.We note by fn * f the weak convergence in E .

2.We note by fn → f the strong convergence in E (i.e. convergence in norm).

Remark 1.5.2. -If fn → f strongly ‖ fn − f ‖E =⇒ 0 ⇒ fn * f because :

∀ f 8 ∈ É : 〈 f 8, fn − f 〉 ≤ ‖ f 8‖‖ fn − f ‖ −→ 0.

Definition 1.5.3. Let H and K be two spaces of Banach. and G be a continuous linear

application of H in K and let xn be a sequence of H such that xn →H x then G(xn)→K G(x).

1.6 Semi-continuous and hemi-continuous operator

Definition 1.6.1. It is said that A : V →V ∗ a semi-continuous operator in V .

If vn ∈V ,n = 1,2, ... and vn → v when n →+∞ then A(vn)* A(v) in V ∗.

Definition 1.6.2. It is said that A : V →V ∗ a hemi-continuous operator in V .

If u ∈V , tn = 1,2, ... and v + tnu ∈ v then A(v + tnu)* A(v) in V ∗.

1.7 Fractional calculus.

1.7.1 Gamma function

The Gamma function is simply the general function of the factorial function and is one

of the basic tools of fractional calculation.
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Definition 1.7.1. The Gamma function is defined by the integral :

Γ (z) =
∫ ∞

0
e−t t z−1d t , z > 0,

where t z−1 = exp(z −1)ln(t ).

proposition

For all z ∈ R{0,−1,−2, ...} and n ∈ N we have:

�Γ (z +1) = zΓ (z)

�Γ (z +n) = z(z +1)..(z +n −1)Γ (z)

�Γ (n +1) = n!

1.7.2 Riemann-liouville fractional integrals

Definition 1.7.2. Let f ∈C
(
R+,R

)
and αÂ 0, then the formula

Iα0 f (t ) = 1

Γ (α)

∫ t

0

f (s)

(t − s)1−αd s.

is called the Riemann-Liouville fractional integral.

1.7.3 Riemann-liouville fractional derivative

Definition 1.7.3. If f :R+ −→R. Then the following expression

Dα
RL f (t ) = 1

Γ (n −α)

d n

d t n

∫ t

0

f (s)

(t − s)−n+α+1 d s, t Â 0,
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is called The Riemann-Liouville fractional derivative where α ∈ (n −1,n) , n ∈N.

Lemma 1.7.4. Let f ∈ C n ([0,T ]) ,T Â 0, α ∈ (n −1,n) , n ∈ N . Then for t ∈ [0,T ] , the

following properties hold

Dα
RL f (t ) = d

d t
I 1−α f (t ) , n = 1. (1.16)

Dα
RL Iα f (t ) = f (t ) . (1.17)

IαDα
RL f (t ) = f −

n∑
k=1

tα−k

Γ (α−k +k)

(
I k−α f

)(n−k)
(0) . (1.18)

IαDα
RL f (t ) = f − tα−1

Γ (α)

(
I 1−α f

)
(0) , if n = 1. (1.19)
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Chapter 2. Discretization scheme of fractional parabolic
equation with nonlocal coefficient . . .

2.1 Introduction

In this chapter, we are interested in the application of the Rothe method com-

bined with the finite element method on a fractional parabolic problem with

an unknown Dirichlet boundary condition and a non local coefficient. This type

of problem can be encountered in the modeling of many physical and biologi-

cal phenomena. This chapter then consists in solving this nonlinear equation, in

which we will try to reconstruct the missing Dirichlet condition through a new

integral condition, we will show the existence and uniqueness of the approxi-

mate solution, as well as some a priori estimates, and give some numerical re-

sults .

2.2 Position of the problem

We consider the fractional parabolic equation of the following form .

Dα
RLu (t , x)−a(l (u))4u (t , x) = f (t , x) in I ×Ω (P )

u (0, x) = u0 (x) in Ω (Pa)

∇u.ν= g , on I ×ΓN (Pb)

u = γ (t ) on I ×ΓD , (Pc )
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the complementary measure of type

∫
Ω

I 1−α (u (t , x))d x = θ (t ) , (Pd )

whereα ∈ ]0,1[ . I 1−α and Dα
RL are fractional Riemann-Liouville integral and deriva-

tive respectively.

In the above equation (P ),∆ is the usual Laplace operator, Denote by a a function

from R into R such that a is continuous, l is defined on L2 (Ω) by

l (u) =
∫
Ω

u(x, t )d x.

2.3 Variational formulation and discretization scheme

We define Lebesgue space

L2 (Ω) =
{

u :Ω−→R; u is measurable with
∫
Ω
|u (x)|2 d x ≺∞

}
,

equipped with usual inner product and norm ( ,) and ‖ .‖ , respectively. We de-

note by (, )Γ and ‖.‖Γ the inner product and the norm in L2 (Γ) . We define also

Sobolev space

H 1 (Ω) = {
u ∈ L2 (Ω) : Dαu ∈ L2 (Ω) for |α| ≤ 1

}
,
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endowed with norm ‖u‖2
H 1(Ω)

= ‖u‖2+‖∇u‖2 . Due to the Dirichlet condition (Pc )

, assume that the Dirichlet trace of the solution is fixed in the Hilbert space

V = {
u ∈ H 1 (Ω) such that u\ΓD is constant

}
,

with induced norm from H 1 (Ω) .

The following hypotheses are made along this work

(H1) u0 ∈V and g :I ×ΓN is continuous function.

(H2) f (t ) ∈ L2 (Ω) and
∥∥ f (t )− f

(
t ′

)∥∥≤ l
∣∣t − t ′

∣∣ .

(H3) a is Lipschitz continuous and satisfied a : R → R+is such that

0 ≺ m ≤ a(s) ≤ M ≺∞,∀s ∈ R .

We will avoid also the degenerate case assuming that
∣∣Dα

RLu
∣∣Â p Â 0.

Definition 2.3.1. The pair
(
u,γ

)
weakly solves problem (P ) if

i ) u ∈ L2 ([0,T ] ,V ) with I 1−α (u) ∈C ([0,T ] ,V ∗) and ∂t I 1−α (u) ∈ L2 ([0,T ] ,V ∗) .

i i ) u\ΓD = γ (t ) .

i i i ) For any φ ∈V , we have

∫ T

0

(
∂t I 1−α (u) ,φ

)
d t+

∫ T

0
a(l (u))

(∇u,∇φ)
d t+

∫ T

0
a(l (u))

(
g ,φ

)
ΓN

d t−
∫ T

0

(
f ,φ

)
d t

=
∫ T

0
φ\ΓD

[
θ′+a(l (u))

(
g ,1

)
ΓN

− (
f ,1

)]
d t .
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The weak formulation of the problem (P ) is defined by

(
∂t I 1−α (u) ,φ

)+a(l (u))(
(∇u,∇φ)+ (

g ,φ
)
ΓN

−φ\ΓD

(∇u.η,1
)
ΓD

) = (
f ,φ

)
, ∀φ ∈V .

(2.1)

Hence, testing the identity (2.1) with φ = 1 and taking (Pd ) into account , we

obtain

a(l (u))
(∇u.η,1

)
ΓD

= θ′+a(l (u))
(
g ,1

)
ΓN

− (
f ,1

)
, (2.2)

replacing in (2.1), we get

(
∂t I 1−α (u) ,φ

)+a(l (u))(
(∇u,∇φ)+ (

g ,φ
)
ΓN

) = (
f ,φ

)

+φ\ΓD

[
θ′+a(l (u))

(
g ,1

)
ΓN

− (
f ,1

)]
. (2.3)

We subdivide the time interval I by points ti = iτ, τ = T
n , i = 1, ...,n, and denote

ui = u (ti , x) , δui = ui−ui−1
τ . After discretization,the recurrent approximation

scheme for i = 1, ...,n became :

(
I 1−α (ui )− I 1−α (ui−1) ,φ

)+τa(l (u))
(∇ui ,∇φ)+τa(l (u))

(
gi ,φ

)
ΓN

= τ(
fi ,φ

)

+τφ\ΓD

[
θ′i +a(l (u))

(
gi ,1

)
ΓN

− (
fi ,1

)]
. (2.4)

Due to the monotony and coercivity of the operator T , then there is a solution ui

at each time step, where T is given by :

(
Tu,φ

)
:= (

I 1−α (u) ,φ
)+τa(l (u))

(∇u,∇φ)
.
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2.4 A priori estimates

Lemma 2.4.1. The following estimates are made uniformly for n, i , j and τ.

l∑
i=1

τ‖δui‖2 ≤C , ‖∇ui‖2 ≤C ,
l∑

i=1
‖∇ui −∇ui−1‖2 ≤C , ‖ui‖ ≤C . (2.5)

proof. We take φ = ui −ui−1 as a test function in (2.4) and summing over i =
1, ..., l , this leads to :

l∑
i=1

τ
(
δI 1−α (ui ) ,δui

)+ l∑
i=1

τa(l (ui )) (∇ui ,∇ui −∇ui−1) =
l∑

i=1
τ
(

fi ,δui
)

−
l∑

i=1
τa(l (ui ))

(
gi ,δui

)
ΓN

+τ
l∑

i=1
φ\ΓD

[
θ′i +a(l (ui ))

(
gi ,1

)
ΓN

− (
fi ,1

)]
.(2.6)

From the hypothesis (H3) and the mean value theorem we get

C
l∑

i=1
τ‖δui‖2 + 1

2
m

[
‖∇ul‖2 −‖∇u0‖2 +

l∑
i=1

τ‖∇ui −∇ui−1‖2

]

≤
l∑

i=1
τ
(
δI 1−α (ui ) ,δui

)+ l∑
i=1

τM (∇ui ,∇ui −∇ui−1) . (2.7)

With Cauchy-Schwarz and Young inequalities we obtain

l∑
i=1

τ
(

fi ,δui
)≤C

(
1

ε
+ε

l∑
i=1

τ‖∇δui‖2

)
. (2.8)

It follows from the trace inequality that

∣∣∣∣∣ l∑
i=1

τa(l (ui ))
(
gi ,δui

)
ΓN

∣∣∣∣∣≤ εM ‖∇ul‖2 +Cε . (2.9)
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Similarly, we can estimate the last term of (2.6) as follows

τ
l∑

i=1
δui \ΓD

[
θ′i +a(l (ui ))

(
gi ,1

)
ΓN

− (
fi ,1

)]
≤ C ‖ul‖ΓD

(∣∣θ′l ∣∣+∥∥ fl
∥∥+M

∥∥gl
∥∥
ΓN

+1
)
+C

+Cτ
l∑

i=1
‖ui−1‖ΓD

(∣∣δθ′i ∣∣+∥∥δ fl
∥∥+M

∥∥δgi
∥∥
ΓN

+1
)

≤ ε‖∇ul‖2 +Cε . (2.10)

By summarizing all the previous considerations cited above, we fixed ε suffi-

ciently small. Gronwall’s discrete lemma concludes the proof.

to show the last part of the estimate (2.5), we substitute φ by ui in (2.4) and with

the same previous way we find the result.

We define Roth functions as follows

un (t ) = ui−1 + (t − ti−1)δui , t ∈ [ti−1, ti ] , i = 1, ...,n (2.11)

In
(
un (t )

)= I 1−α (ui−1)+ (t − ti−1)δI 1−α (ui ) , ti−1 ≤ t ≤ ti , and i ∈ {1, ...,n} .

(2.12)

With the step functions

un (t ) =


ui t ∈ (ti−1, ti ]

u0 t = 0
, i = 1, ...,n. (2.13)

In
(
un (t )

)=


I 1−α (ui ) , ti−1 ≺ t ≤ ti

I 1−αu
(
0+)=U1 t = 0

, i ∈ {1, ...,n} . (2.14)
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f n (t ) =


fi t ∈ [ti−1, ti ]

f0 t = 0
i = 1, ...,n . (2.15)

Likewise, we define gn , θn and θ′n .

Remark 2.4.2. A direct consequence of lemma 2.3.1 is the next a priori estimate.

Lemma 2.4.3. There is an independent positive constant C at i , j , n, and τ, such

that ∫
I
‖∂t In‖2

V ∗ ≤C . (2.16)

2.5 Existence results

It results from the application of the lemma 2.3.3

max
I

∥∥∥In

∥∥∥+‖∂t In‖L2(I ,V ∗) ≤C .

Indeed, there exist w ∈ C (I ,V ∗)∩L∞ (
I ,L2 (Ω) with ∂t w ∈ L2 (I ,V ∗) and subse-

quence Ink ,(see [38], lemma.1. (3.13)) in which

Ink −→ w in C
(
I ,V ∗)

, Ink (t )*w (t ) in L2 (Ω) . (2.17)

Ink (t )*w (t ) in L2 (Ω) , ∂t Ink * ∂t w in L2 (
I ,V ∗)

. (2.18)

It can be deduced from this, based on the lemma (2.3.1), that
{
un}

n and
{
∂t In

(
un)}

are uniformly bounded in L2 (I ,V ), so a subsequence
{
unk

}
k∈N can be extracted

unk *
k−→∞

u in L2 (I ,V ) .
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∂t Ink

(
unk

)
* ∂t w
k−→∞

in L2 (I ,V ) . (2.19)

Therefore, with the aid of Kolmogorov’s compactness theorem

unk −→
k−→∞

u in L2 (I ,V ) .

∂t Ink

(
unk

)
−→

k−→∞
∂t w in L2 (I ,V ) . (2.20)

By assembling all the obtained results, we can demonstrate our existence theo-

rem.

Theorem 2.5.1. From the definition 2.2.1, there exists u ∈ L2 (I ,V ) and γ ∈ L2 (0,T )

such that
{
u,γ

}
solves (P ).

proof. The demonstration of this theorem is in two steps

Step1:In the context of (2.18)-(2.19)and Minty-Browder theorem [9] , we have

w = I 1−α (u) and ∂t w = ∂t I 1−α (u) . (2.21)

Observe that these results can also be derived as follows

First, using the Lebesgue dominated theorem, we conclude that w = I 1−α (u) .

Afterwards, from the equality

(
Ink

(
unk (t )

)−U1,φ
)= ∫ t

0

(
∂t Ink

(
unk (s)

)
,φ

)
d s, (2.22)

as k −→∞, we get

(
I 1−α (u)−U1,φ

)= ∫ t

0

(
∂t w (s) ,φ

)
d s . (2.23)
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Hence (
I 1−α (u)−U1 −

∫ t

0
∂t w (s)d s,φ

)
= 0. (2.24)

Therefore, we can write

∂t I 1−α (u) = ∂t w .

Now, through the relationships (2.12), we can reorganize the variational equation

(2.4) as follows

∫
I

(
∂t In (t ) ,φ

)+a(l (unk ))
∫

I

(∇unk ,∇φ)= ∫
I

(
f n ,φ

)−a(l (unk ))
∫

I

(
g n ,φ

)
ΓN

+
∫

I
φ\ΓD

[
θ′n +a(l (unk ))

(
gn ,1

)
ΓN

− (
fn ,1

)]
. (2.25)

From the lipschicity of f , we can deduce

∥∥ f n (t )− f
∥∥

L2(I ,L2(Ω)) ≤
C

n
,

and therefore

f n (t ) −→
n−→∞ f in L2 (

I ,L2 (Ω)
)

. (2.26)

When n goes to infinity in ( 2.25) , we conclude that u satifies (i i i ) of the defini-

tion 2.2.1.

Step2: (Existence of γ) Our objective in this step is to prove the existence of γ

that satisfied (i i ). For this purpose, we will present the following function

γn = un\ΓD and γ= u\ΓD .
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Across relationships (2.11), (2.12), it follows that

∥∥un −un∥∥
L2(I ,V ) = (τ− (t − ti−1))‖δui‖L2(I ,V ) ≤

C

n
.

This implies that (un) and
(
un)

have the same limit u. Taking into account the

inclusion of H 1 (Ω) ,→ L2 (Γ), this allows to get

∫ T

0

∥∥γn −γ∥∥2
ΓD

= ∥∥un −u
∥∥2

L2((0,T ),L2(ΓD )) ≤
∥∥un −u

∥∥2
L2((0,T ),L2(Γ))

≤ C
∥∥un −u

∥∥2
L2((0,T ),V ) −→

n−→∞ 0.

Thus

γn −→ γ= u\ΓD i n L2 (I ,L2(ΓD )) .

2.6 Full discretization

At each time ti , i = 1...n, we consider a triangulationΥi
h composed of triangles T i

, such that no vertices of any triangle within the inner side of another triangle.

Let V i
h is the discrete space of V which defined by

V i
h = {φh ∈ H 1 (Ω) such that φh\ΓD =C and φh |T i is polynomial of degree one ∀T i ∈Υi

h}.

Let {p j }N
1 the inner vertices of Υi

h and{φ j (x)}N
j=1 are the basic function in V i

h , so

that any function is the pyramidal function takes the value 1 at each inner vertex
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but it disappears at the other vertices. The solution ui
h can be written as follow

ui
h(t ) =

N∑
j=1

αi
jφ j (x) ∈V i

h .

Therfore, the full discrete formulation consists to search a solution ui
h ∈Vh , such

that

uh(0) = u0
h , and ∀vh ∈V i

h

(
∂t I 1−αui

h , vh

)
+τa(l (ui

h))
(
∇ui

h ,∇vh

)
+τa(l (ui

h))
(
g i , vh

)
ΓN

= τ
(

f i , vh

)

+τvh\ΓD

[
θ′i +a(l (ui

h))
(
g i ,1

)
ΓN

−
(

f i ,1
)]

(2.27)

+vh\ΓD

[
θ′i +a(l (ui

h))
(
g i ,1

)
ΓN

−
(

f i ,1
)]

.

We approximate ∂t I 1−α(ui
h) by

ui
h− αui−1

h

τα
(See[2]).

So

(
ui

h , vh

)
+ταa(l (ui

h))
(
∇ui

h ,∇vh

)
+ταa(l (ui

h))
(
g i , vh

)
ΓN

= τα f i , vh)+α
(
ui−1

h , vh

)

+ταvh\ΓD

[
θ′i +a(l (ui

h))
(
g i ,1

)
ΓN

−
(

f i ,1
)]

. (2.28)

The finite element method (2.28) provides a system of nonlinear algebraic equa-
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tions

F j (ᾱi ) = F j (ui
h) = 0 1 ≤ j ≤ N , (2.29)

where ᾱi = [αi
1,αi

2, ...,αi
N ], and

F j (ui
h) =

(
ui

h , vh

)
+ταa(l (ui

h))
(
∇ui

h ,∇vh

)
+ταa(l (ui

h))
(
g i , vh

)
ΓN

−τα f i , vh)−α
(
ui−1

h , vh

)

−ταvh\ΓD

[
θ′i +a(l (ui

h))
(
g i ,1

)
ΓN

−
(

f i ,1
)]

. (2.30)

In order to solve nonlinear algebraic equations, we have seen that the Newton-

Raphson iterative method is appropriate to solve this type of equation because

it is a very rapid convergence. But in our present situation, the non-local term

poses the problem that it destroys the rarity of the Jacobian matrix of the Newton-

Raphson method, in fact the Jacobian is a complete matrix.

Thus, to compute the solution ᾱi with the Newton-Raphson iterative method,

we first compute the Jacobian matrix such: any element of the Jacobian takes the

form

∂F j

∂αi
j

= (
φ j ,φl

)+ταa′(l (ui
h))(

∫
Ω
φ j )

(
∇ui

h ,∇φl

)
+ταa(l (ui

h))
(∇φ j ,∇φl

)

+ταa′(l (ui
h))(

∫
Ω
φ j )

(
g i ,φl

)
ΓN

−ταφl\ΓD a′(l (ui
h))(

∫
Ω
φ j )

(
g i ,1

)
ΓN

. (2.31)

Hence, the resolution process using the Newton-Raphson method needs equip-

ment with a large memory and also includes a lot of operations. To overcome

this, we have modified the scheme (2.28) according to the technic used by Gudi
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in [35]. After that, problem (2.28) can be rewritten like this:

Find d ∈R, and ui
h ∈V i

h such that

l (ui
h)−d = 0, (2.32)

(
ui

h , vh

)
+ταa(d)

(
∇ui

h ,∇vh

)
+ταa(d)

(
g i , vh

)
Γ
−τα( f i , vh)−α

(
ui−1

h , vh

)

−ταvh\ΓD

[
θ′i +a(d)

(
g i ,1

)
ΓN

−
(

f i ,1
)]

= 0. (2.33)

Take vh =φ j , and we reformulate the equations (2.32)-(2.33) as follows :

F j (ui
h ,d) =

(
ui

h ,φ j

)
+ταa(d)

(
∇ui

h ,∇φ j

)
+ταa(d)

(
g i ,φ j

)
ΓN

−τα( f i ,φ j )

−
(
ui−1

h ,φ j

)
−ταφ j \ΓD

[
θ′i +a(d)

(
g i ,1

)
ΓN

−
(

f i ,1
)]

, (2.34)

F i
N+1 = l (ui

h)−d . (2.35)

This implies
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J

 ᾱ

β

=


A b

c δ11


 ᾱ

β

=

 F̄

FN+1,

 , (2.36)

where A = AN×N , b = bN×1 and c = c1×N take the form

A j l = (φl ,φ j )+ταa(d)(∇φl ,∇φ j ), 1 ≤ l , j ≤ N

b j 1 = ταa′(d)(∇ui
h ,∇φ j )+ταa′(d)

(
g i ,φ j

)
ΓN

−ταa′(d)
(
g i ,1

)
ΓN

, 1 ≤ j ≤ N

c1l = (
∫
Ω
φl ), 1 ≤ l ≤ N

δ11 = −1,

and ᾱi = [αi
1,αi

2, ...,αi
N ]T , F̄ i = [F i

1,F i
2, ...,F i

N ]T .

The matrix system (2.36) can be solved by using the Sherman-Morrison Wood-

bury formula and block elimination with one-refinement algorithm see more

in [24], [35], [36].

2.7 Numerical results

Now to illustrate the results of a simple numerical experimen, we use Roth’s ap-

proximation in time discretization and the finite element method for spatial

discretization . We consider Ω as an interval, so we take for example Ω= (0,1) ,
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I = (0,1), and the test solution u(t , x) = xt (1− 1
2 x)(1− 1

2 t ).

We take α= 1/2, and a(l (u)) = 1+ cos(d) with

f (t , x) = 1p
Π

(x −x2)(
−4

3
t

3
2 +2t

1
2 )−a(d)(−t + 1

2
t 2),

and

θ
′
(t ) = 1p

Π
(

4

9
t

3
2 + 2

3
t

1
2 ).

For Newton’s iteration, we consider initial guess u0 as follows

u0 =


1, at interior node

0, at boundary node

The numerical error is calculated first on uγ in L2(0,T ) and therefore we take

N large enough in the following N = 103 and we assign the time step τ = 1
10k ,

k = 1,2...6 . The table 1 gives the numerical errors and Figure 2.1 shows the results

of error in loglog-plot

Tabl e 1.

τ ‖u(t ,1)−u(N )‖L2([0,T ])

1
10 4.2866e −003

1
20 2.2108e −003

1
30 1.4928e −003

1
40 1.0800e −003

1
50 8.9679e −004

1
60 7.4682e −004
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Figure 2.1:

Second numerically error are computed at T = 1 with τ = 10−4 and varying N =
10k, k = 1,2....6, where h = 1

N , The Table 2.2 below gives the numerical errors

and Figure 2.2 shows the results of error in loglog-plot

Table 2.

h ‖u(x,T )−u( j )‖H 1

1
10 1.1423e −002

1
20 2.7195e −003

1
30 1.1787e −003

1
40 6.8134e −004

1
50 4.6090e −004

1
60 3.4135e −004
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Figure 2.2:
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Chapter 3. Solution to fractional integro-differential equation . . .

3.1 Introduction

In this chapter, we are interested in the application of the Rothe discretization

scheme in time, to find an approximate solution of a parabolic partial differ-

ential diffusion equation with unknown Dirichlet conditions. We will prove the

existence of the weak solution, then we show its uniqueness and some numerical

results demonstrate the potential of this method.

3.2 Position of the problem

Consider the parabolic integro-differential equation of the following form

Dα
RLu (t , x)−4u (t , x) =

∫ t

0
k (s,u (s, x))d s + f (t , x) in I ×Ω (3.1)

u (0, x) = u0 (x) in Ω (3.2)

∇u.ν= g , on I ×ΓN (3.3)

u = γ (t ) on I ×ΓD , (3.4)

from an additional measurement of type

∫
Ω

I 1−α (u (t , x))d x = θ (t ) , (3.5)

where α ∈ ]0,1[, the function k introduced in (H y p3). I 1−α is the fractional inte-

gral and the derivative Dα
RL are in Riemann-Liouville sense.
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3.3 Variational formulation and discretization scheme

Due to the Dirichlet condition (3.4), it will be necessary to look for a solution in

the following Hilbert space

V = {
u ∈ H 1 (Ω) such that u\ΓD is constant

}
.

with induced norm from H 1 (Ω) . Along this work we shall always assume the

following assumptions

1. H y p1: u0 ∈V and g :I ×ΓN is continuous function

2. H y p2: f (t ) ∈ L2 (Ω) and
∥∥ f (t )− f

(
t ′

)∥∥≤ l
∣∣t − t ′

∣∣

3. H y p3: k is globally Lipschitz continuous function.

We will avoid also the degenerate case assuming that
∣∣Dα

RLu
∣∣> p > 0.

Definition 3.3.1. The couple
(
u,γ

)
is said weak solution of problem (3.1)-(3.5) if

1. u ∈ L2 (I ,V ) with I 1−α (u) ∈C (I ,V ∗) and ∂t I 1−α (u) ∈ L2 (I ,V ∗) .

2. u\ΓD = γ (t ) .
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3. For any φ ∈V , we have

∫
I

(
∂t I 1−α (u) ,φ

)
d t +

∫
I

(∇u,∇φ)
d t +

∫
I

(
g ,φ

)
ΓN

d t =
∫

I

(
f ,φ

)
d t + (3.6)∫

I

(∫ t

0
k (s,u (s))d s,φ

)
d t +

∫
I
φ\ΓD

[
θ′+ (

g ,1
)
ΓN

− (
f ,1

)−(∫ t

0
k (s,u (s))d s,1

)]
d t .

The weak formulation of the problem (3.1)-(3.5) is defined by

(
∂t I 1−α (u) ,φ

)+(∇u,∇φ)+(
g ,φ

)
ΓN

−φ\ΓD

(∇u.η,1
)
ΓD

= (
f ,φ

)+(∫ t

0
k (s,u (s))d s,φ

)
,∀φ ∈V.

(3.7)

Hence, testing the identity (3.7) with φ = 1 and taking (3.5) into account , we

obtain (∇u.η,1
)
ΓD

= θ′+ (
g ,1

)
ΓN

− (
f ,1

)−(∫ t

0
k (s,u (s))d s,1

)
, (3.8)

replacing in (3.7), we get

(
∂t I 1−α (u) ,φ

)+ (∇u,∇φ)+ (
g ,φ

)
ΓN

= (
f ,φ

)+(∫ t

0
k (s,u (s))d s,φ

)
+φ\ΓD

[
θ′+ (

g ,1
)
ΓN

− (
f ,1

)−(∫ t

0
k (s,u (s))d s,1

)]
. (3.9)

Let us dividing the interval I into n sub intervals of length h = T
n and denote

ui = u (ti , x), ti = i h,δui = ui−ui−1
h , i = 1, ...,n. After discretization, the recurrent

approximation scheme for i = 1, ...,n becomes

(
I 1−α (ui )− I 1−α (ui−1) ,φ

)+h
(∇ui ,∇φ)+h

(
gi ,φ

)
ΓN

= h
(

fi ,φ
)+h

i−1∑
j=1

(
k

(
t j ,u j

)
h,φ

)
hφ\ΓD

[
θ′i +

(
gi ,1

)
ΓN

− (
fi ,1

)− i−1∑
j=1

(
k

(
t j ,u j

)
h,1

)]
. (3.10)
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In the following Lemma, we ensure the existence of a weak solution at each time

step

Lemma 3.3.2. Suppose that g (t ) ∈ L2 (ΓN ) and θ′ (t ) ∈R,∀t ∈ [0,T ] . Then, at each

time step ti , there exists weak solution ui of the problem (3.10).

Proof. Let’s define the operator T : V −→V ′ by

〈
T (u) ,φ

〉= (
I 1−α (u) ,φ

)+h
(∇u,∇φ)

.

According to the theory of monotone operators, it suffices to show that T (u) is

bounded, semi-continuous, coercive and monotone operator.

First, we show that T is bounded. To that aim, we have

〈
T (ui ) ,φ

〉 = (
I 1−α (ui−1) ,φ

)−h
(
gi ,φ

)
ΓN

+h
(

fi ,φ
)+h

i−1∑
j=1

(
k

(
t j ,u j

)
h,φ

)
+hφ\ΓD

[
θ′i +

(
gi ,1

)
ΓN

− (
fi ,1

)− i−1∑
j=1

(
k

(
t j ,u j

)
h,1

)]
.

Cauchy-Schwarz inequality implies

∣∣〈T (ui ) ,φ
〉∣∣ = ∥∥I 1−α (ui−1)

∥∥∥∥φ∥∥+h
∥∥g

∥∥
ΓN

∥∥φ∥∥+h
∥∥ fi

∥∥∥∥φ∥∥+h2
i−1∑
j=1

∥∥k
(
t j ,u j

)∥∥∥∥φ∥∥
+h

∣∣φ\ΓD

∣∣[∣∣θ′i ∣∣+∥∥gi
∥∥
ΓN

‖1‖+∥∥ fi
∥∥‖1‖+h

i−1∑
j=1

(∥∥k
(
t j ,u j

)∥∥‖1‖)] .

Applying standard arguments, we get

〈
T (ui ) ,φ

〉≤C (i )
∥∥φ∥∥

H 1 ,
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which proves that T (ui ) is bounded.

Next, from the mean value Theorem and the the hypothesis (Hyp3), we have

〈T (u)−T (v) ,u − v〉 = (
I 1−α (u)− I 1−α (v) ,u − v

)+h ‖∇ (u − v)‖2

≥ (
I 1−α)′

(ξ)‖u − v‖2 +h ‖∇ (u − v)‖2

≥ p ‖u − v‖2 +h ‖∇ (u − v)‖2 ≥ m (i )‖u − v‖2
H 1(Ω) ,

and so T is monotone. We can similarly check that

〈T (u) ,u〉 ≥C (h)‖u‖2
H 1(Ω) ,

this shows the coercivity of T.

Finally, for vn −→ v in V , we have

∣∣〈T (vn)−T (v) ,φ
〉∣∣ = ∣∣(I 1−α (vn)− I 1−α (v) ,φ

)+h
(∇ (vn − v) ,φ

)∣∣
≤ C

∥∥I 1−α (vn)− I 1−α (v)
∥∥∥∥φ∥∥+‖vn − v‖H 1(Ω)

∥∥φ∥∥ .

Since vn −→ v in H 1 (Ω) , it follows that

∣∣〈T (vn)−T (v) ,φ
〉∣∣−→ 0,∀φ ∈V.

Consequently, T is semi-continuous. This completes the proof.

3.4 Necessary a priori estimates

To show the existence result, we derive some a priori estimates
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Lemma 3.4.1. The estimates

l∑
i=1

h ‖δui‖2 ≤C ,‖∇ui‖2 ≤C ,
l∑

i=1
‖∇ui −∇ui−1‖2 ≤C ,‖ui‖ ≤C , (3.11)

take place uniformly in n, i , j and h.

proof. Choosing φ = ui − ui−1 as a test function in (3.10) and summing over

i = 1, ..., l , yields

l∑
i=1

h
(
δI 1−α (ui ) ,δui

)+ l∑
i=1

(∇u,∇ui −∇ui−1) =
l∑

i=1
h

(
fi ,δui

)− l∑
i=1

h
(
gi ,δui

)
ΓN

(3.12)

+h
l∑

i=1

i−1∑
j=1

(
k

(
t j ,u j

)
h,δui

)+h
l∑

i=1
φ\ΓD

[
θ′i +

(
gi ,1

)
ΓN

− (
fi ,1

)− i−1∑
j=1

h
(
k

(
t j ,u j

)
h,1

)]
.

Thanks to Abel’s summing formula, it follows that

C
l∑

i=1
h ‖δui‖2 + 1

2

[
‖∇ul‖2 −‖∇u0‖2 +

l∑
i=1

‖∇ui −∇ui−1‖2

]

≤
l∑

i=1
h

(
δI 1−α (ui ) ,δui

)+ l∑
i=1

(∇ui ,∇ui −∇ui−1) . (3.13)

By Cauchy-Schwarz and Young inequalities we may write

l∑
i=1

h
(

fi ,δui
)≤C

(
1

ε
+ε

l∑
i=1

h ‖∇δui‖2

)
. (3.14)

Now, due to the assumption on k, we get

h2
l∑

i=1

i−1∑
j=1

(
k

(
t j ,u j

)
h,δui

)≤C

(
1

ε
+ε

l∑
i=1

h ‖∇δui‖2

)
. (3.15)
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It follows from the trace inequality and Abel’s summing formula that

∣∣∣∣∣ l∑
i=1

h
(
gi ,δui

)
ΓN

∣∣∣∣∣≤ ε‖∇ul‖2 +Cε. (3.16)

Similarly, we can estimate the last term in (3.12) as follows

h
l∑

i=1
δui \ΓD

[
θ′i +

(
gi ,1

)
ΓN

− (
fi ,1

)− i−1∑
j=1

h
(
k

(
t j ,u j

)
h,1

)]
≤ C ‖ul‖ΓD

(∣∣θ′l ∣∣+∥∥ fl
∥∥+∥∥gl

∥∥
ΓN

+1
)
+C

+C h
l∑

i=1
‖ui−1‖ΓD

(∣∣δθ′i ∣∣+∥∥δ fl
∥∥+∥∥δgi

∥∥
ΓN

+1
)

≤ ε‖∇ul‖2 +Cε. (3.17)

Summarizing all considerations above, fixing ε sufficiently small, then the dis-

crete Gronwall Lemma conclude the proof. To show the last estimate in (3.11),

we test byφ= ui in (3.10) and in the same way as we did before, we get the result.

Let us define Rothe functions by the piecewise linear interpolation with respect

to the time t

un (t ) = ui−1 + (t − ti−1)δui , t ∈ [ti−1, ti ] , i = 1, ...,n (3.18)

In
(
un (t )

)= I 1−α (ui−1)+ (t − ti−1)δI 1−α (ui ) , ti−1 ≤ t ≤ ti , and i ∈ {1, ...,n}

(3.19)

With the step functions

un (t ) =


ui t ∈ (ti−1, ti ]

u0 t = 0
, i = 1, ...,n. (3.20)
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In
(
un (t )

)=


I 1−α (ui ) , ti−1 ≺ t ≤ ti

I 1−αu
(
0+)=U1 t = 0

, i ∈ {1, ...,n} . (3.21)

We denote by f n and K n the functions

f n (t ) =


fi t ∈ [ti−1, ti ]

f0 t = 0
i = 1, ...,n . (3.22)

K n (t ) =


Ki t ∈ [ti−1, ti ]

K0 t = 0
i = 1, ...,n . (3.23)

Similarly, we define gn , θn and θ′n .

Lemma 3.4.2. There exists a positive constant C independent to i , j , and h such

that ∥∥δI 1−α (ui )
∥∥

V ∗ ≤C . (3.24)

proof. From (3.10) we get

(
δI 1−α (ui ) ,φ

)=−(∇ui ,∇φ)− (
gi ,φ

)
ΓN

+ (
fi ,φ

)+ i−1∑
j=1

(
k

(
t j ,u j

)
h,φ

)
φ\ΓD

[
θ′i +

(
gi ,1

)
ΓN

− (
fi ,1

)− i−1∑
j=1

(
k

(
t j ,u j

)
h,1

)]
. (3.25)

To estimate the term on the RHS of (3.25), we use standard estimates and take

Lemma 3.3.1 into account to obtain

∣∣(δI 1−α (ui ) ,φ
)∣∣≤C

∥∥φ∥∥
H 1(Ω) .

Then ∥∥δI 1−α (ui )
∥∥

V ∗ = sup‖φ‖V ≤1

∣∣(δI 1−α (ui ) ,φ
)∣∣≤C .
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This completes the proof.

Remark 3.4.3. A direct consequence of Lemma 3.4.2 is the next a priori estimate:

∫
I
‖∂t In‖2

V ∗ ≤C ,

where C is a positive constant independent to i , j , n, and h.

3.5 Existence results

It follows from Lemma 3.3.1 and 3.3.2 that

max
I

∥∥∥In

∥∥∥+‖∂t In‖L2(I ,V ∗) ≤C .

Then, as in ([38] Lemma.1.), there exist w ∈ C (I ,V ∗)∩L∞ (
I ,L2 (Ω)

)
with ∂t w ∈

L2 (I ,V ∗) and subsequence Ink for which

Ink −→ w in C
(
I ,V ∗)

, Ink (t )*w (t ) in L2 (Ω) , (3.26)

Ink (t ) * w (t ) in L2 (Ω) ,∂t Ink * ∂t w in L2 (
I ,V ∗)

. (3.27)

We deduce, in view of Lemma 3.3.1, that
{
un}

n and
{
∂t In

(
un)}

are uniformly

bounded in L2 (I ,V ), therefore we can extract subsequence
{
unk

}
k∈N

unk *
k−→∞

u in L2 (I ,V ){
∂t In

(
un)}

*
k−→∞

∂t w in L2 (I ,V ) , (3.28)
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hence, thanks to Kolomogorov compactness Theorem

unk −→
k−→∞

u in L2 (I ,V )

∂t Ink

(
unk

)
−→

k−→∞
∂t w in L2 (I ,V ) . (3.29)

Collecting all the obtained results, we can state our existence Theorem

Theorem 3.5.1. There exists u ∈ L2 (I ,V ) and γ ∈ L2 (0,T ) such that
{
u,γ

}
solves

(3.1)-(3.5) in the sense of definition 3.2.1.

proof. The proof of this Theorem is divided into tow steps.

Step1: In light of (3.27)-(3.28) and the Minty-Browder Theorem [9], we have

w = I 1−α (u) and ∂t w = ∂t I 1−α (u) . (3.30)

Note that this results can also be obtained as follows:

Firstly, by virtue of the Lebesgue dominated Theorem, we conclude that w =
I 1−α (u) .

Secondly, from the equality

(
Ink

(
unk (t )

)−U1,φ
)= ∫ t

0

(
∂t Ink

(
unk (s)

)
,φ

)
d s. (3.31)

We get as k −→∞

(
I 1−α (u)−U1,φ

)= ∫ t

0

(
∂t w (s) ,φ

)
d s. (3.32)

Hence (
I 1−α (u)−U1 −

∫ t

0
∂t w (s)d s,φ

)
= 0. (3.33)
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Therefore we can write

∂t I 1−α (u) = ∂t w.

Now, using relations (3.18) -(3.23), we can rearrange the variational equation

(3.10) as follows

∫
I

(
∂t In (t ) ,φ

)+∫
I

(∇unk ,∇φ)= ∫
I

(
f n ,φ

)+∫
I

(
K n (t ) ,φ

)−∫
I

(
g n ,φ

)
ΓN∫

I
φ\ΓD

[
θ′n + (

gn ,1
)
ΓN

− (
fn ,1

)− (
K n (t ) ,1

)]
(3.34)

From the Lipschicity of f we deduce that

∥∥ f n (t )− f
∥∥

L2(I ,L2(Ω)) ≤
C

n
,

and so

f n (t ) −→
n−→∞ f in L2 (

I ,L2 (Ω)
)

. (3.35)

Now using the same arguments than in [13], we have

K nk *
k−→∞

k (s,u (s)) in L2 (
I ,L2 (Ω)

)
. (3.36)

Passing to the limit for n −→∞ in (3.34), we conclude that u satisfies (3) of the

Definition 3.2.1

Step2: (Existence ofγ) our goal in this step is to prove the existence ofγ satisfying

(2). To this purpose, let us introduce the following function

γn = un\ΓD and γ= u\ΓD .
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It follows from Lemma 3.3.1 that

∥∥un −un∥∥
L2(I ,V ) = (h − (t − ti−1))‖δui‖L2(I ,V ) ≤

C

n
.

This implies that (un) and
(
un)

have the same limit u. Taking the imbedding

H 1 (Ω) ,→ L2 (Γ) into account, we obtain

∫ T

0

∥∥γn −γ∥∥2
ΓD

=
∫ T

0

∥∥un −u
∥∥2
ΓD

≤
∫ T

0

∥∥un −u
∥∥2
Γ

≤ C
∫ T

0

∥∥un −u
∥∥2

V −→ 0
n−→+∞ .

Thus

γn −→ γ= u\ΓD in L2 (
I ,L2 (ΓD )

)
.

3.6 Uniqueness of weak solution

The uniqueness result we are going to prove, implies that the convergence ob-

tained in Theorem 3.5.1 are still true for the whole sequence (un).

Theorem 3.6.1. Under the hypothesis (H y p1)− (H y p3), the problem (3.9) admits

a unique weak solution u for t ∈ [0,T ] .

proof. We suppose that the problem (3.9) admits two weak solutions u1, u2. Sub-

tracting (3.9) written for u2 from the same identity written for u1 and substitut-
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ing φ= u1 −u2 = u, then by integration from 0 to τ,τ ∈ [0,T ] we get

(
I 1−αu1 (τ)− I 1−αu2 (τ) ,u1 (τ)−u2 (τ)

)
d t +

(∫ τ

0
∇ (u1 −u2) ,∇ (u1 −u2)

)
d t

= (u1 −u2)\ΓD

(∫ τ

0

∫ t

0
(k (s,u1 (s))d s −k (s,u2 (s)))d sd t ,1

)
+

(∫ τ

0

∫ t

0
(k (s,u1 (s))d s −k (s,u2 (s)))d sd t ,u1 (τ)−u2 (τ)

)
. (3.37)

It follows from the mean value Theorem that

p
∫ η

0
‖u1 (τ)−u2 (τ)‖2 dτ+ 1

2

∥∥∥∥∇∫ η

0
u1 (τ)−u2 (τ)dτ

∥∥∥∥2

(3.38)

≤ (
I 1−αu1 (τ)− I 1−αu2 (τ) ,u1 (τ)−u2 (τ)

)+(∫ τ

0
∇ (u1 −u2) ,∇ (u1 −u2)

)
d t .

For the first term in the RHS of (3.37) we have

∫ η

0

(∫ τ

0

∫ t

0
(k (s,u2 (s))d s −k (s,u1 (s)))d sd t ,1

)
(u1 −u2)\ΓD dτ

=
∫ η

0

(∫ t

0
(k (s,u2 (s))d s −k (s,u1 (s))) ,1

)∫ τ

0
(u1 −u2)\ΓD d sdτ

−
∫ η

0

[(∫ τ

0
(k (s,u2 (s))d s −k (s,u1 (s))) ,1

)∫ τ

0
(u1 −u2)\ΓD d s

]
dτ

≤
∣∣∣∣(∫ η

0

∫ t

0
(k (s,u2 (s))d s −k (s,u1 (s)))d sd t ,1

)∫ η

0
(u1 −u2)\ΓD dτ

∣∣∣∣ (3.39)

+
∣∣∣∣∫ η

0

[(∫ τ

0
(k (s,u2 (s))d s −k (s,u1 (s))) ,1

)∫ τ

0
(u1 −u2)\ΓD d s

]
dτ

∣∣∣∣ .

Next, using Cauchy-Schwarz inequality, then the first term in the right hand side

of (3.39) can be estimated as follows

∣∣∣∣(∫ η

0

∫ t

0
(k (s,u1 (s))d s −k (s,u2 (s)))d sd t ,1

)∫ η

0
(u1 −u2)\ΓD dτ

∣∣∣∣
≤

∥∥∥∥∫ η

0

∫ t

0
(k (s,u2 (s))d s −k (s,u1 (s)))d sd t

∥∥∥∥∥∥∥∥∫ η

0
(u1 (τ)−u2 (τ))dτ

∥∥∥∥
ΓD

.(3.40)
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Now, trace inequality together with Lipschitz continuity of k and Young inequal-

ity imply

∥∥∥∥∫ η

0

∫ t

0
(k (s,u2 (s))d s −k (s,u1 (s)))d sd t

∥∥∥∥∥∥∥∥∫ η

0
(u1 (τ)−u2 (τ))dτ

∥∥∥∥
ΓD

≤ C
∫ η

0

∫ t

0
‖u2 (s)−u1 (s)‖d sd t

(∥∥∥∥∇∫ η

0
(u1 (τ)−u2 (τ))dτ

∥∥∥∥+∥∥∥∥∫ η

0
(u1 (τ)−u2 (τ))dτ

∥∥∥∥)
(3.41)

≤ Cε

∫ η

0

∫ t

0
‖u2 (s)−u1 (s)‖2 d sd t +ε

(∥∥∥∥∇∫ η

0
(u1 (τ)−u2 (τ))dτ

∥∥∥∥2

+
∫ η

0
‖(u1 (τ)−u2 (τ))‖2 dτ

)
.

Using similar techniques, we get for the remaining terms in (3.37) and (3.39)

∣∣∣∣∫ η

0

[(∫ τ

0
(k (s,u2 (s))d s −k (s,u1 (s))) ,1

)∫ τ

0
(u1 −u2)\ΓD d s

]
dτ

∣∣∣∣
≤ C

∫ η

0

∫ t

0
‖u2 (s)−u1 (s)‖2 d s +C

∫ η

0

∥∥∥∥∇∫ τ

0
(u1 (s)−u2 (s))d s

∥∥∥∥2

dτ.(3.42)

and

∫ η

0

(∫ τ

0

∫ t

0
(k (s,u1 (s))d s −k (s,u2 (s)))d sd t ,u1 (τ)−u2 (τ)

)
dτ

≤ ε

∫ η

0
‖u1 (τ)−u2 (τ)‖2 dτ+Cε

∫ η

0

∫ t

0
‖u1 (s)−u2 (s)‖2 d sd t . (3.43)

Collecting (3.38) -(3.43), choosing ε sufficiently small, we obtain

∫ η

0
‖u1 (τ)−u2 (τ)‖2 dτ+

∥∥∥∥∇∫ η

0
(u1 (τ)−u2 (τ))dτ

∥∥∥∥2

≤ C
∫ η

0

(∫ t

0
‖u1 (s)−u2 (s)‖2 d s +

∥∥∥∥∇∫ t

0
(u1 (s)−u2 (s))d s

∥∥∥∥2
)

d t . (3.44)

The Theorem 3.6.1 is proved.
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3.7 Numerical results

In order to illustrate our theoretical prediction, we shall present the results of a

numerical experiment with (3.1)-(3.5) on simple case. Let Ω = (0,1), the time

interval (0,1) i.e. T = 1, the function K (t , s) = exp(t − s), and the test solution

u(t , x) = (x− 1
2 x2)(t − 1

2 t 2). For Riemann-Liouville derivative we take α= 1
2 , Next,

we calculate the other data to get

f (t , x) = 1p
Π

(x−1

2
x2)(

−4

3
t

3
2+2t

1
2 )−(−t+1

2
t 2)+1

4
(−2+x)xt 2 and θ

′
(t ) = 1p

Π
(

4

9
t

3
2+2

3
t

1
2 ).

To solve our problem numerically, we combine Roth’s time discretization with fi-

nite element method for spatial variable, using first order Lagrange polynomials.

We approximate ∂t I 1−α(ui
h) by

ui
h−αui−1

h
τα .

The numerical error is calculated first on uγ in L2(0,T ) and therefore we take

N large enough in the following N = 25 and we assign the time step τ = 1
10k ,

k = 1,2...4. The table 1. gives the numerical errors and Fig-1. shows the results of

error in loglog-plot.
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Figure 3.1:

Tabl e 1.

τ ‖u(t ,1)−u(N )‖L2([0,T ])

1
10 2.4630e −003

1
20 1.5709e −003

1
30 1.0484e −003

1
40 7.8232e −004

1
50 6.2511e −004

1
60 5.2084e −004
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Second numerically error are calculated at final time level T = 1 in H 1(0,1), with

τ = 2−7 and varying N = 10k, k = 1,2....4, where h = 1
N , The Table 2. below gives

the numerical errors and Fig-2 shows the results of error in loglog-plot. All the

computations were performed by using MATLAB.

Table 2.

h ‖u(x,T )−u( j )‖H 1

1
10 1.5484e −002

1
20 5.5341e −003

1
30 3.1671e −003

1
40 2.1759e −003

1
50 1.6440e −003

1
60 1.3160e −003
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Figure 3.2:
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Conclusion and perspectives

In this thesis, we proved the existence and uniqueness of the solution of two non-

linear fractional parabolic problems. In the first work the nonlocal term poses

difficulties. In order to remedy these difficulties, we develop an idea given by

Gudi and a numerical experiment is given to demonstrate the effectiveness of

the proposed approach.

In the second work, we focus on the solution of a fractional diffusion of an integro-

differential equation. We proved that the unknown Dirichlet condition can be

obtained by using the prescribed measure, were proved the existence and unique-

ness of the solution, by applying the Rothe method and the theory of monotone

operators. The numerical example given in this work has demonstrated the the-

oretical results.

To conclude, we cite a research topic, not in the immediate area of the work pre-

sented in this thesis, but to which our attention can be directed. Thus, we can

study a degenerated partial differential equation taking care to extract the esti-

mates a posteriori.
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